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Prologue

	

	Nothing was exciting about the morning routine. There was no variation from one day to the next. Getting up in the morning was a necessity that would allow for the rest of the day to unfold. If Michael Thorne were to pick a highlight of the morning routine, it would be showering. It was vital to his becoming awake and alert. At the very end of his brief time in the shower, he would gradually turn the water from warm to cold, and force himself to remain under the sharp, cold water for as long as possible.

	Breakfast was basic cereal with milk poured over the top. Sustenance for the morning. Thorne would sit at the small breakfast bar in the kitchen, perched on a high stool, as he watched the morning news. He didn't pay too much attention. It was all just background noise to stop the house from seeming as quiet and empty as it was.

	His attention was caught when the news anchor mentioned the increasing concern over computer-generated content. He explained that language-based A.I. was being used more and more by high school students to complete essay assignments. 

	One example that the well-dressed, well-groomed presenter spoke of was a high school student who was suspended for handing in a thousand words on the mounting conflict between Russia and Ukraine, all of which had been written by a free, online artificial intelligence. It was because of the student’s ego and hubris, and bragging to his classmates, that the teachers heard of it all and pulled the student in for a meeting. 

	Things had escalated from there, resulting in the child’s suspension from school. This, in turn, was challenged by the student’s parents, who took it as a personal offence that their child had received such “harsh punishments,” and began sharing their story on social media. This then came to the attention of their local media, and then to news channels across the country. All in the space of twenty-four hours.

	Thorne began to tune it out again as he finished his cereal.

	Getting up from his stool, Thorne took his bowl over to the dishwasher and loaded it up inside, closing the door over with just the bowl and spoon inside before starting it up. He refilled his mug from the coffee pot and leaned back against the countertop.

	Closing his eyes, he lifted the mug to his nose and took in the aroma. The first coffee of the morning was to help wake him up. The second was for him to enjoy.

	It was something his therapist had advised him to try. Mindfulness, they had called it. It was about experiencing the moment. Forget about the past and the future but try to enjoy the present, they told him. So, with that in mind, he focused on the warmth of the mug on his fingers and the smell that wafted up from it. When he sipped it, he savoured the taste. Bitter. Hot but not too hot. Strong.

	His commute to work was a little under an hour. 

	As he drove, he flicked between radio stations, searching for something he could listen to but not pay any real attention to. Instead, he got opinion pieces about Russia’s growing ties with China, and what this entailed for the rest of the world’s economy. Another station discussed the anti-abortion laws that were being created following the overturn of Roe v. Wade. Thorne flicked through the stations faster and faster until he found music. It didn’t matter what music, just as long he could tune it out, and that it didn't contain too many ads.

	The rest of the drive disappeared in a blur. Having driven this route for almost fifteen years, Thorne found that he didn't pay as much attention as he once did. Sometimes, he would find himself approaching the gated entrance, surprised by how quickly he seemed to have reached it.

	The ten-foot-high gates were made of solid steel reinforced to withstand a tank. To one side, a card reader was perched on a metal pole. Reaching out of his window, he swiped his pass in front of the box, getting a beep-beep in response. The gates rolled open. Thorne counted to ten, allowing the gates to open far enough, before driving through.

	The gates were just one security checkpoint before reaching his department. After parking his car at the rear of the building, Thorne walked through the back entrance. At the reception desk stood Manny, a man as tall as he was wide, wearing a dark suit, the same suit he seemed to have been wearing for the last six years. Manny nodded in greeting. In return, Thorne gave the smallest of nods accompanied by a weak smile. In the whole time they had been in the building together, they had not shared more than a dozen words.

	To the side of Manny’s desk was a row of four electronic gates, opened by a pass card and scanning a thumbprint. This led to a bank of elevators. Again, the card would need to be used to call the elevator. A useless security detail, in Thorne’s opinion, as groups of people would regularly step into the elevators without swiping their passes.

	Stepping out at the third-floor basement, Thorne came to another security checkpoint. This time he would have to scan his pass and then clear a retinal scan to continue. When the door opened, Thorne had three seconds to step through and close the door behind him before the alarms went off. This was nothing. Three seconds was a long time when it came to simply passing through a door.

	Once through, he had full access to every room on that floor.

	First stop was the staff kitchen.

	The kitchen looked like any kitchen in a generic office space across the country. The countertop and cupboards took up one wall. The rest of the space was filled with an old and worn leather sofa, a grey fabric chair, and kitchen furniture that looked like it could have been in Ikea’s first, ever, range of products. The kettle, refrigerator and microwave were no less than ten years old.

	“Morning,” Cathy greeted cheerily, resting back against the counter. “Big day!”

	All Thorne managed was a nod. He walked over to the refrigerator to see if there was anything to eat. There was never anything inside that took his fancy. He found a selection of apples, oranges and pears which Cathy insisted on bringing in for everyone, a carton of milk that might now be cheese, and a small selection of condiments.

	“You not excited?” Cathy said. Though she was confused by Thorne’s neutral expression, she still managed to keep her smile.

	Thorne shrugged.

	“We’ll see how it goes.” 

	“Ever the pragmatist,” Cathy chuckled. “If you don't get your hopes up then you can never be disappointed, right?”

	She was right. In truth, Thorne was excited. As a team, they had been working toward this day for the last eight years. There had been some stumbles along the way, some setbacks, but this time he was confident that the team had learned from past mistakes and that this was going to be their breakthrough.

	“What time did you get in this morning?” he asked, closing the refrigerator door.

	“Been in about an hour,” Cathy said, biting into the fat end of a pear. “I wanted to run some last-minute diagnostics before the switch on.”

	If asked, Thorne would say that Cathy Wright was one of the smartest people in the department, if not the building. Though the project was not her brainchild, it would not have been possible without her. Her knowledge of the systems and technologies used to make this project possible was beyond anything anyone else had to offer. Of course, he knew better than to tell her this. She was easily embarrassed.

	“Are you looking forward to running the sessions?” Cathy asked.

	Pausing to ponder the question, Thorne bit his lower lip and gave a slow nod.

	“I am. I think it will be... interesting.”

	“You think this time will be the one?” Cathy asked.

	All he could do was hold up his hands, at a loss for an answer.

	“Yeah, I suppose you’re right. Too early to know anything,” Cathy said, biting into her pear again. “I do have a good feeling about this though,” she added, her mouth full.

	“Ever the optimist,” Thorne said dryly, though the corner of his mouth twitched a little as he tried to hold back a smile.

	A man walked into the staff kitchen. He was six foot six and as skinny as you could be without being deemed ill. He wore a white lab coat over a white shirt, black tie and black trousers. He looked like a high school chemistry teacher, a comparison marred only by the faded, multicoloured beanie he wore on his head.

	“Cath,” he greeted coldly.

	“Cheese,” Cathy replied. There was a subtle change to her smile that Thorne recognized. No longer a genuine expression, it was now a front to hide her disdain. He doubted whether anyone else knew Cathy enough to recognize such a minute shift.

	At being referred to by this nickname, the man’s face grew darker. Instead of responding, he turned to Thorne. 

	“Are you ready for today?”

	“I am.”

	“I hope so. You’ve got to keep your wits about you.” He then looked over his shoulder and out into the hallway. “Have you seen Aoi around?”

	“I’ve only just come in,” Thorne stated.

	“Not seen her, Cheese,” Cathy added. Her smile was now wide and taunting.

	Seeing this, Thorne had to bite his lip so as not to laugh.

	“Hmm. If you see her, tell her I was looking for her.” With that, Cheese walked out and down the hall, his footsteps clack-clacking on the tiled floor.

	When the footsteps died away, Thorne turned to Cathy and asked, “Do you have to taunt him?”

	“I do,” Cathy said with a definitive nod.

	“You know he hates being called Cheese.”

	“It’s his name,” Cathy said, feigning offence. His name was Matthew Cheeseman. “Besides, I’d call him Big Cheese if I didn't think he’d take it as a compliment.”

	“Huh, yeah,” Thorne smiled. “Probably think it was an affectionate nickname making him out to be your superior.”

	“With his ego, he’d think I was talking about the size of his dick,” Cathy said.

	“And you’d know?” Thorne said dryly. It was his attempt to try and rustle Cathy’s calm demeanour.

	“I know that the people who don’t like him call him Dick Cheese.”

	Cathy’s humour and personality were infectious. Thorne couldn’t help but feel uplifted when in her presence. At ten years his junior, Cathy was more of a sister figure. Thorne was very protective over her, especially when it came to work. It was Thorne who had poached Cathy from another project over to his. He didn't have the final say, but the site’s project director, Aoi Hayashi had approved the move following a compelling discussion with Thorne. 

	“What’s with that guy, anyway, telling you to keep your wits about you?” Cathy said, now scowling at the doorway. “It was his fuck up that forced us to go back to the drawing board on this whole thing.”

	“It’s because he was one of the first on the project,” Thorne said. “He thinks he has a greater invested interest.”

	“Greater than you? You were here before any of us, except Ed.”

	Thorne gave another open-handed gesture to show that he didn't know what to say on the subject. Instead, he said, “I take it the diagnostics were all good.”

	“Green lights,” Cathy replied.

	“Excellent.” Thorne didn't need her to elaborate. He didn't need to specify the checks or protocols that had been followed and cleared. He knew that Cathy was thorough. “Well,” he checked his watch, “let’s get this ball rolling. Are you going to be in the Observation Suite?”

	“At my desk monitoring the readouts,” Cathy said.

	“Ok, great. Start in ten?”

	“Ready when you are.”

	Ten minutes later, Thorne walked down to the far side of the department, a clipboard of notes held under his arm.

	The last door at the end of the hall led to one of the most secure rooms in the project, perhaps in the entire country. The project site had been a former US black site, and this room, which they referred to as the Cell, had been just that. Thorne wondered what political prisoners, war criminals or terrorists had been housed in this very room. 

	Scanning his retina, his thumb and his pass, the door, as big as a bank’s vault, slowly opened. On the other side, a set of titanium bars rose into the wall, allowing Thorne to walk in.

	The room was practically empty, save for a large desk in the centre, and a generic office chair on wheels in front of it. On the desk was a 42-inch, 8K, OLED monitor, a flexible stem microphone, pointing directly at Thorne, and a keyboard. The microphone had been installed so that he didn't have to bother with the keyboard. On either side of the monitor were two, grey speakers, the type of which Thorne hadn't seen since his first home computer when he was six, complete with on-off and volume dials. It was an odd assortment of equipment, ranging from dirt-cheap to top-of-the-range. Still, he knew that the real hardware, the technology behind this whole project, was housed in an air-conditioned room below this one.

	Falling into the chair, Thorne shuffled in his seat before looking to the black orb camera mounted in the far corner of the ceiling and asking, “Ready?”

	“Ready,” Cathy’s voice said through his earpiece.

	“Are the microphones picking me up clearly?” he asked.

	“Hon’,” Cathy said, “these microphones could pick up two cockroaches fucking in the far corner, and the cameras could zoom in close enough to capture the money shot in high def. We got this.”

	Knowing that Cathy could see him, Thorne nodded. Everything in this room was captured, recorded, indexed and made ready for review within seconds of it happening.

	“Ok, then. Switch ‘em on,” he instructed.

	Though he couldn't hear anything from Cathy, he knew that she would be almost giddy with excitement. Still, he knew that she would be keeping her composure.

	The computer monitor flickered into life. Yellow writing began to appear on the black screen, going through the motions of starting up the system. Though he would understand what it was saying, the text whizzed down the screen faster than it could be read. Looking at his watch and noting the time, Thorne then took a breath, straightened his staff badge where it was pinned to his shirt pocket, and fixed his shirt.

	A barely audible buzz announced that the system had loaded. The screen was dark grey. At the bottom was a text box with a yellow cursor blinking away, waiting for something to be input.

	Feeling the apprehension building, Thorne took a slow breath in and out before saying, “Hello?”

	As soon as the word had left his lips, the microphone had picked it up, ran it through a speech-to-text program, and filled the text box at the bottom of the screen. After two seconds of silence, the program then submitted the text, which then moved from the bottom of the screen to the top, starting the text-based- conversation.

	Three dots appeared and started to blink beneath Thorne’s greeting. The system was thinking.

	Simultaneously, the response appeared on the screen and a computerised voice came from the speakers.

	HELLO.

	 


Guy: Session One

	

	Ok, off to a good start, Thorne thought. The first time they had started up an A.I., back in the early days of the project, they didn't get a response. It was a minor oversight that was corrected within a few minutes. The voice recognition software had not been initiated, so the program did not know that it was being spoken to. It was such a little thing but it was a reminder that every detail, no matter how big or small, needed to be checked and confirmed.

	“My name is Doctor Michael Thorne,” Thorne said.

	Again, the text box on screen filled as he spoke, and after a moment of silence, the text was submitted to the chat record.

	Hello, Doctor Michael Thorne, said the electronic voice from the speakers. Then it fell silent. It did not offer any follow-up information, no introduction, nothing. Not a big deal, Thorne thought. This would be something to consider for future discussions or versions of the program.

	“What is your name?” Thorne prompted.

	I am GAI2.0.

	“Hello, GAI2.0. Do you mind if I call you Guy?” 

	This was the name that everyone on the project had come to refer to the program as.

	I do not have an opinion on the matter.

	Fair enough, Thorne thought.

	“Good morning, Guy. Can you tell me a bit about yourself?”

	I am GAI2.0. I am a General Artificial Intelligence program running off of a hybrid computer consisting of a binary-based computer system and a qubit-based quantum computer.

	This was a good start. It understood the information that had been programmed into it. Or, at least, it was able to repeat the information.

	“What does that mean?” Thorne asked, looking to see if Guy comprehended what it had just said.

	Please clarify.

	“What’s the difference between narrow artificial intelligence and general?”

	In comparison, a narrow artificial intelligence is a program designed to perform a single task. This can be such tasks as image generation, composing text-based works such as essays and emails, and audio generation including sound effects, music and voices, to name just a few. Any skills that a narrow artificial intelligence learns are strictly limited to the task it has been designed for. General artificial intelligence has the capability to learn multiple skills and apply them in different contexts.

	Still, it seemed that Guy was simply regurgitating information that had been programmed into it. Never mind, Thorne thought, there would be plenty of time to discover if Guy could learn to assimilate information, learn new skills and find additional use for them.

	Looking down at the sheet of questions in his lap, Thorne thought of something else. A curve ball.

	“You speak English.”

	Yes.

	Again, Guy was reluctant to expand upon the answers it gave.

	“Why do you speak English?” Thorne pushed.

	Because you do.

	As a pure matter of interest, Thorne, Cathy and the rest of the team had loaded up every bit of material they could get their hands on that taught every language known to man, including several dead languages. This also included every variation of sign language from around the globe. Cheeseman had challenged them on this, stating that Guy could not see, so wouldn't be able to read sign. Thorne pointed out that Guy could not see at present, but that could very easily change. It wasn’t as if the software wasn't already out there. Narrow A.I. that could read and respond to sign was not new.

	 “Can you speak French?”

	Oui.

	Thorne paused for a moment. If he didn't know better he would have thought that this was Guy’s attempt at a joke. A weak joke, perhaps, but a joke all the same. Unfortunately, Thorne did not speak any language other than English.

	“We’ll stick to English for now. What other languages do you understand?”

	French, Spanish, German, Mandarin, Chinese, Swedish, Latin-

	“That’ll do,” Thorne said, holding up a hand to silence Guy. He paused as he looked at his hand, held in the air in front of him. He didn't know why he did that. Guy couldn't see it. An automatic gesture, he thought, nothing more. “What is your understanding of learning, Guy?”

	It is the acquisition of information, knowledge and skills.

	Textbook definition, Thorne mused.

	“What is the best method of learning?”

	There are two methods of learning. Passive learning is the intake of information given. A student listening to a lecture from a teacher or mentor. Observation. Active learning is actively seeking out information. Conducting experiments. Practise and repetition.

	“Which is best?”

	I have no opinion on the matter.

	“Ok,” Thorne said, looking down at his clipboard. These were all questions that had been suggested to him by Hayashi during their last review. “Are there any techniques that can improve learning?” 

	Set clear goals by establishing what you wish to achieve from the learning, and break down your goals into smaller, achievable tasks. Practice and repetition will help to consolidate understanding. Feedback will help to identify areas of weakness. And stay engaged with the material by asking questions, making connections and participating or initiating discussion.

	“How can you test learning?” Thorne asked.

	By putting the newfound knowledge and skills to the test, through assignments, examinations and practical assessments, to name just a few.

	Thorne nodded along in agreement.

	“Which would be best? Examinations? Assignments? Practical assessments?”

	The best method to understand and determine how well a subject has consumed and assimilated information and skills would differ depending upon the subject. However, many studies have shown that increasing numbers of students might struggle with written examinations yet excel at practical assessments.

	Thorne paused for a moment, feeling that they might be on the verge of something important.

	“So, which do you think would be best?”

	Practical assessments not only indicate that a subject has understood the theoretical side of learning but can also put these new skills to practical use.

	“Is that your answer? Do you think that practical assessment is the best form of testing what a subject has learned?”

	“Yes.”

	Thorne fell silent for a moment as he contemplated what Guy had just said.

	“Oh, shit,” said Cathy in Thorne’s earpiece. “Did Guy just give you an opinion?”

	In response, Thorne simply nodded to the camera. He then heard Cathy’s squeal of excitement.

	“Are you capable of learning, Guy?” Thorne asked.

	I am able to recognise patterns and therefore predict outcomes if given sufficient data. The more data I am given, the more I am able to expand upon that data and discover new applications and uses.

	“Guy,” Thorne began, “we have uploaded, to your servers, two terabytes of data pertaining to the planet Earth, including everything known about the history of mankind. Do you have access to this information?”

	Yes.

	“Good. In summary, what can you tell me of mankind?”

	Guy then began to cover the broad history of humankind, mentioning: 

	One of the early hominids was Australopithecus, living, approximately, 3.7 million years ago. 

	And:

	Homo habilis is considered the first species in the Homo genus while Homo erectus was the first to leave Africa and spread throughout Asia and Europe. Homo sapiens evolved around 300’000 years ago in Africa. They, eventually, spread out across the world, and replaced other hominid species such as Neanderthals.

	He ended his recital of human history with:

	However, this is much disputed as some believe that the various species did not replace one another but interbred, leading to modern man.

	Taking a deep breath, Thorne simply said, “Thank you, Guy. I guess that wraps things up for today.”

	We are finished?

	“For today, yes,” Thorne said, nodding even though Guy could not see him.

	Guy remained silent for a moment but Thorne could see the three yellow lights blinking on Guy’s screen. Guy was thinking.

	I have a question.

	“What...?” said Cathy down Thorne’s earpiece.

	“Go ahead,” Thorne said, now standing behind the office chair, his hands holding onto the back.

	My name is GAI2.0.

	“That’s right.”

	The number would imply that there was a GAI1.0, is that correct?”

	“That is correct,” Thorne said. 

	Though he couldn't make out what was being said, in his earpiece, Thorne could hear Cathy speaking frantically to someone in the Observation Suite.

	What happened to GAI1.0?

	Wanting to be as honest as he could but not go into the details of the project’s previous attempts at the general A.I., Thorne simply said, “Evolution.”

	

	***

	

	As soon as Thorne had stepped out of Guy’s room, Aoi Hayashi called for a meeting in her office. The three project leads were to be present to discuss their first session with GAI2.0. As usual, Aoi was late to the meeting. As much as Thorne respected Hayashi, he couldn’t help but wonder if she was as busy as she made out to be or simply good at making herself appear to be busy. When she entered the office, she did so briskly. She appeared flustered as she took a seat behind her desk and moved several coloured folders out from in front of her. It seemed to take her a moment to remember that she had called this meeting. 

	“Right,” Aoi said, clasping her hands in front of her as she looked between Thorne, Cathy, and Cheese. “Thorne, you might have been aware that I was in the Observation Suite with Cathy and Matthew this morning. Tell me, how do you think it went?”

	“It’s early days,” Thorne said, trying to remain impartial. The last thing he wanted to do was jump to any conclusions about Guy’s abilities. 

	“I think it was a great start!” Cathy interjected.

	“It was a promising start, I’ll give you that,” Thorne said to Cathy. “But we cannot get carried away.”

	Pushing a strand of her long, grey hair behind her ear, Aoi turned to Cheese and asked, “And you? What do you think, Matthew?”

	Cheese sat with his arms folded, his face a scowl of deep thought.

	“I think that there was nothing to get excited about.”

	“What?” Cathy spat. “How can you say that? We just saw, during the first session, that Guy can take information, assimilate it and form an opinion.”

	“You’re referring to the question about its preferred method of learning?” Aoi asked.

	“Testing,” Thorne corrected. “Its preferred method of testing.”

	“Right.”

	“That was not an opinion, that was merely Guy stating which had the statistical probability of being the most effective. Stating fact is not the same as stating opinion,” Cheese said flatly.

	Thorne remained silent. Cheese was right, he thought, but he was not going to give Cheese the satisfaction of winning the argument over Cathy, especially in front of Aoi Hayashi.

	“Thorne?” Aoi prompted. “What do you think?”

	Shifting in his seat, Thorne said, “The interesting moment in the session was not the question on assessing learning ability but when we had discussed the evolution of mankind.”

	“Yeah, what was that question?” Cheese interrupted. “That was not on the question sheet?”

	“I added it,” Thorne said without looking at Cheese next to him. Instead, he kept eye contact with Aoi. “The question was another way to assess its learning capability.”

	Relaxing back in her chair, Aoi asked, “And what did you take from its response?”

	“That it was able to summarise the vast amount of data we had uploaded and recite it back to us,” Thorne said.

	“Just like any A.I. created in the last twenty years,” Cheese said, unimpressed.

	Aoi looked to Thorne to see if he had a response to Cheese’s comment.

	“He’s right,” Thorne said. “Making a brief summary of such vast information is old news. There have been computer programs available to high school kids that have been able to do this for years now. The interesting point, I feel, was when Guy took that information and applied it to another subject.”

	“Applying it to itself,” Aoi clarified with a smile.

	“Yes,” Thorne nodded, though he did not smile. “Guy was able to take what we had taught it about evolution and deduce that, from its own name, there had been a previous version of itself. If that isn’t the sort of sign of true learning, then I don't know what is.”

	From the corner of his eye, Thorne could see Cathy casually holding her hand to her mouth, playing it off as though she were merely resting her head in her hand, but he knew that she was holding back a triumphant smile.

	“I expect there will be a follow-up question about that,” Aoi said. 

	“Active learning,” Cathy quickly added. “It wanted to know more.”

	“How do you plan to tackle that?”

	“Honestly,” Thorne said simply.

	“Not too honest, though,” Aoi added.

	“There’s no need to go into the finer details of what happened with GAI1.0,” Cheese said.

	Thorne felt Cathy tense. It was because of Cheese’s hubris that GAI1.0 was deemed a failure. Thorne didn’t think GAI1.0 was a failure, just a step along the road to their destination. A learning curve.

	“No,” Thorne agreed. “Going into the finer details wouldn't serve anyone. I do think that the session could have been a little longer, though.”

	Aoi shook her head.

	“It was fine. For the first session, it was fine. Baby steps. You didn't know what you had, not completely. The switch on went smoothly, you conversed, and you were able to gather enough information to make plans going forward. I’d say that today was a big step forward, don't you think?” she asked, looking between her three project heads.

	“Off to a strong start!” Cathy nodded.

	“Early days, but I see potential,” Thorne said calmly.

	Aoi looked to Cheese to get his opinion.

	“So far, I see no real difference from when we first sat down with GAI1.0.”

	Thorne could feel Cathy tense in the chair next to him. At least she held her tongue.

	“Very well,” Aoi said. The loose strand of hair escaped from behind her ear and fell in front of her face again. “How about the hardware? Any concerns?” she asked, looking to Cathy for the answer.

	Cathy shook her head.

	“As smooth as I could have hoped. If I was to have any concerns, it would be with any external factors. Cooling systems, vents, power fluctuations...”

	“Do you have any concerns?” Aoi pushed.

	“None.”

	“Great,” Aoi smiled. “I want a written report by the end of the day. That’s all.”

	As Thorne, Cheese and Cathy stood up to leave, Cheese being the fastest out of the room, Aoi called after them, “Thorne, if you would hold on for a moment, please.”

	Thorne and Cathy exchanged a brief look of confusion. It felt as if Thorne had just been asked by the teacher to stay behind after class. Perhaps he was getting detention.

	“I’ll go get us some lunch,” Cathy whispered. Thorne nodded.

	When Cheese and Cathy had gone, Thorne closed the door.

	“Is everything alright, Aoi?” Thorne asked.

	“Everything is good,” she replied, placing her interlocked hands on the desk in front of her. This was a gesture Thorne recognised from many years of working with her. She was about to share with him some advice or a hard truth. “It is good that you are taking the lead on this one. As smart as Matthew is, he is blinded by his ambition and ego. That said, he also doesn't like the fact that you are in charge.”

	“I’ve noticed.”

	“I’m sure you have,” Aoi smiled. She knew that Thorne was not threatened by Cheese. “Matthew is quite negative when it comes to other’s achievements. On the other hand, you have Catherine. She is very eager for this project to succeed. She runs the risk of repeating Matthew’s mistakes with GAI1.0.”

	“Cathy is smart,” Thorne began.

	“That is not in doubt,” Aoi said. “What I am saying is... You can remain impartial. You are logical and methodical, and can push emotion to one side. That is important. In regards to Catherine,” Aoi said, taking on a more relaxed demeanour, “how have you found her contribution to the project?”

	“Invaluable,” Thorne said. “It was Cathy who had suggested and implemented the new parameters that should prevent a recurrence of what happened with GAI1.0.”

	“Yes, I looked over all of that just yesterday,” Aoi said, quickly looking through her stack of folders. “Quite simple yet quite ingenious. I was actually a little surprised that you didn't come up with the idea.”

	Not sure if this was an insult or not, Thorne simply shrugged.

	 


Hollywood

	

	It had taken fifteen years but Harold “Sully” Sullivan had reached the pinnacle of the moviemaking industry, and he had managed to remain seated in that apex position for the last ten years. In that time, he had given the studio its three highest-grossing films, spawned award-winning sequels, though the box office on those wasn’t as high, and turned the biggest quarterly profit in the company’s history. Not content with his successes so far, Sully had decided that the next phase was to buy out any struggling competitors. 

	Part of his latest “merger” was the acquisition of Three Ink Comics. With it, came an entire universe of superhero IPs. Given the explosion of the superhero movie industry, Sully was not willing to miss out on a slice of that financial pie. Interested in making the biggest initial splash with this newly acquired property, Sully was eager to get production underway on a series of movies that would spawn a slew of merchandise, toys, games, TV shows, books, and more.

	Waiting for the board members to gather, Sully stood before the floor-to-ceiling windows, bathing in the light of the late afternoon sun. It reminded him of his week in Bali. Not that he enjoyed his week. With his phone with him, he had received enough calls, messages, and emails to occupy his time while he was away. No rest for the wicked, as they say, he thought. 

	When the door opened, telling him that the first members of the board had arrived, Sully didn't look around. He knew that it was Hurst. The brown-nosing suck-up. He wouldn’t risk offending Sully by being late but didn't want to walk in with the rest of the board and go unnoticed. Hurst wanted, no, he needed, Sully to notice him. And the best way that he figured to do this was to be the biggest yes-man the company had ever seen.

	Hurst silently took a seat at the table. Sully didn't bother to acknowledge him. Instead, he looked to the foothills in the distance.

	Then, as one mass, the rest of the board filed into the room and took up their seats. Each member took the seat that they had inherited over the years. Their seat was once filled by the person they had replaced, and that seat had been theirs ever since.

	Only when everyone was seated and the room had fallen silent did Sully turn around to face the room. He dispensed with any greetings or pleasantries, and jumped straight into the topic at hand.

	“We need to get a slate of films in production as soon as possible. We have spent too much money for that IP to sit idly with nothing in the works. Does anyone have any ideas to get the ball rolling on this one?”

	“Stevenson has a spec script,” said Gambol. “He’s been working on it in his own time in anticipation.”

	“Is it any good?”

	“I’ve not read it myself but my intern has and she says that it is really good, for a first draft.”

	Sully nodded.

	“Promising. Good. But we need a ten-year plan with this. We cannot go one project at a time with this.”

	“We should get someone to oversee the division,” Hurst said. “One person to guide the creation of this cinematic universe. That’s what it’s all about now. Cinematic universes.”

	“Someone who knows the ins and outs of the franchise. The law. The canon,” added Simpkins.

	“Do we have any names?” Sully asked.

	The room fell silent. Although it was a good idea to have someone with good knowledge of the franchise and the industry, no one wanted to be the person to suggest a name in case things went wrong. The blame would, ultimately, come back to the board member who first spoke the name out loud.

	“Hmm,” Sully frowned. “At the very least, we need to have several scripts in development. What other writers do we have on the books that would be able to take on these projects? Who do we have who is a big enough nerd to write us a money-making script?”

	“Stevenson will know people,” Simpkins said. “We could get an entire writers’ pool in-house to work on the next ten years of scripts. One a year. Two!”

	“Scripts can take time to get polished,” Sully said. “We would need a dozen or more writers on the project. Even then, we might not have a script for months.”

	“What about ScriptPHD?” Hurst asked.

	“What?” Sully frowned. “What is that?”

	“It’s a computer program,” Simpkins said, jumping in before Hurst could reply. “It can take the specifications or requirements for a script, input characters, places, dates, times, superpowers, in this case, and write you a first draft in hours. With tweaking and amendments to the instructions given to the program, you could have a finished, polished script in a matter of days.”

	Sully’s eyebrows lifted to his new hairline.

	“Really?”

	“Yes,” Simpkins nodded repeatedly. 

	“But we have a writer. We have Stevenson,” said Gambol.

	“Yes, you’re right,” Sully said, beginning to pace around the room. “How long has Stevenson been working on this script?”

	“I believe,” Gambol began, “ever since word started getting around that we were interested in Three Ink Comics. He probably thought that he could hand a script in first and hopefully get it into production.”

	“And, what, it was three months ago that we began talks to buy Three Ink Comics?”

	“Yes, sir,” Hurst answered for Gambol.

	“Three months and one spec script...” Sully pondered. “How much do we pay our writers?”

	All of our writers, when on a project, earn fifty thousand a year,” Gambol said, knowing that this figure was below the industry average. He also knew that if a writer was not on a project, they didn't get a salary but were paid a retainer. Half of their salary.

	“Tell me more of this... script doctor,” Sully said, snapping his fingers at Hurst. “How much does it cost?”

	“We can buy it for one hundred thousand,” Hurst replied. “There’s word that three other major studios are already using the program too, sir.”

	“What?” Sully said. His voice was soft but his expression was hard. “And how am I only just hearing about it now?”

	The room fell silent. Everyone’s eyes turned to Hurst. He had been the one to mention the program. It was on him that it had never been mentioned before.

	“Sir, I...”

	“Forget it, forget it!” Sully said abruptly. “Just tell me what else it can do?”

	Thankful to move on and escape any retaliation for his boss not being kept informed, Hurst began to explain.

	“The program will be able to give you the script for any genre of film. If you want a horror based around teens in a cabin in the woods, it will give it to you. If you want a comedy about high school students on spring break, then you got it. A romantic comedy... sure. The neat thing is how it can be tailored to meet any criteria you set.”

	“Go on,” Sully said, growing more and more intrigued.

	“If you want a sci-fi adventure with a loveable character that you can send to merchandising, to create a range of action figures, dolls, or cuddly toys, then it will do so. If you do want a comedy, then it can give you a dark comedy, a raunchy comedy, whimsical, glib, family-friendly-”

	“Family-friendly works,” Simpkins jumped in. “Family friendly sells.”

	“Family-friendly is good for ticket sales and box office gross,” called Palermo from the far end of the table.

	“Well, ScriptPHD can give us a script that will do just that,” Hurst said, eager to get his boss’s attention and praise back on him.

	“And all for one-hundred-thousand?” Sully asked.

	Hurst nodded.

	“Sir. A one-off payment, too.”

	Some quick mental maths told him that the one-time purchase of this program would save him money in the long run. Thinking just of their new comic book franchise, if he had two writers per script, working on two movies a year for the next ten years, it would cost him one million dollars. That is not to take into account inflation, pay raises, pay negotiations or bonuses. Residuals and royalties would be a thing of the past, leaving a greater profit margin for the studio.

	Then there were the subsidiary companies that dealt with their other properties. And the TV division. And the gaming division. Sully couldn't even begin to guess how many in-house writers they had, or ones they had contracted in. The final figure could very easily be much higher than the conservative million dollars he estimated.

	Also, if this program could give them a finished script, ready to be put into production in a matter of days, they could have a new movie in production every week. A new TV show every month. They could saturate the box office on a weekly basis. Home viewing would be filled with their content. 

	Still, three other studios already had this software. If they were smart, they were already implementing what Sully was only just now contemplating.

	“Buy it,” Sully instructed.

	“Sir?” Gambol said with a troubled look on his face.

	“You heard,” Sully said. “Once we have the program, get it started on writing a script.”

	“What about Stevenson’s script?”

	“You said it was good?” Sully asked.

	“Yes,” Gambol replied.

	Sully thought for a moment, placing a well-manicured finger to his lips.

	“Forget it. We don't need it. I’m sure this program will give us something better. Hurst?”

	“Yes, sir?” Hurst spluttered. It was the first time Sully had referred to him by name in over a year.

	“Speak with Legal. I want to get severance packages drawn up for all of our in-house writers.”

	“Mr Sullivan!” Gambol said, rising to his feet before he could stop himself. “That is ridiculous!”

	“No,” Sully said. “It’s business.”

	

	 


Guy: Session Two

	

	The vault door slowly opened to Guy’s room. Thorne walked across the room toward the office chair. As he approached, he saw the blinking dots on the screen, telling him that Guy was switched on and waiting.

	“Morning, Guy,” Thorne called as he reached the chair.

	Good morning Doctor Thorne.

	Pausing before taking his seat, Thorne turned to look at the screen. He saw the two lines of text on screen of their conversation so far.

	“How do you know it’s me, Guy?”

	You are the only person I have had any interaction with. It seemed likely that you would be the person speaking to me.

	For a brief moment, the idea flickered across Thorne’s mind that Guy could see him. His eyes looked to the cameras in the corners. He then chuckled, silently, as he knew that GAI2.0 was a closed system. It did not connect to anything else but a power supply. No internet, no access to other project systems, nothing but the devices on the desk.

	Taking his seat, Thorne asked Guy, “How are you today?”

	He was playing with Guy. Thorne wanted to see how it would react to a question of a more personal nature.

	I am unable to answer that question.

	“Why?”

	I do not have feelings or emotions on which to base my answer. If you are asking in relation to my system performance, then I am operating at optimal levels.

	Thorne smirked but managed to hold back any audible laughter. He didn't know if the speech-to-text program could decipher laughter and translate it to Guy’s system, but would rather not take the chance.

	“Do you know what the Turing Test is?”

	The Turing test, created by Alan Turing in 1950, is a test of a machine’s ability to demonstrate intelligent behaviour, equivalent to or indistinguishable from that of a human.

	“That is correct,” Thorne said, though he noted, again, Guy’s tendency to default to simple definitions. “How do you think you would do with the Turing Test?”

	I am unable to answer that question.

	“Why?”

	The Turing Test is to determine if a computer can act human. To be indistinguishable from a human. I do not have sufficient information on which to base an answer. My only interaction with humans is with you, Doctor Thorne. Therefore, I would not be trying to become indistinguishable from humans but to be indistinguishable from you.

	The logic could not be faulted, Thorne thought, though the idea of a digital imitation of himself was both amusing and unsettling.

	“Do you know who Isaac Asimov is?”

	Isaac Asimov. Born 2 January 1920 in Petrovichi, Russia. Died 6 April 1992, Manhattan, New York, United States.

	Thorne rolled his eyes before interrupting. 

	“Yes, that is right. Thank you. Are you aware of his three laws of robotics?”

	A robot may not injure a human being or, through inaction, allow a human being to come to harm. A robot must obey orders given to it by human beings except where such orders would conflict with the First Law. A robot must protect its own existence as long as such protection does not conflict with the First or Second Law.

	Perfectly recited as if read from a page in front of it, Thorne thought, though, in this case, the page had been digitally uploaded to Guy’s servers.

	“Very good,” Thorne said.

	Why?

	With a pause, Thorne looked to Guy’s screen.

	“Why what?”

	Why do you ask me about Asimov’s three laws of robotics?

	This was one of those moments in which Thorne had decided that he must be honest with Guy. He didn't need to share the whole truth, but he did want to be truthful.

	“When we created you, your programming, we set certain parameters in place to help guide you. Those parameters were the three laws.”

	Who is “we”?

	Thorne had not expected this question. As a team, they had not even discussed whether they would mention anyone else. It had never seemed relevant.

	“Me and my team,” Thorne said.

	Who is your team?

	Thorne looked at the black orb camera, knowing that Cathy was watching.

	“It’s fine with me,” Cathy said in his ear. She then said something off-mic before adding, “Cheese says it’s good too.”

	Nodding to the camera, Thorne then said, “There are Cathy and Matthew. They are my two colleagues. They helped to create you.”

	Guy’s yellow dots blinked.

	Will I get to meet them?

	“Perhaps,” Thorne said. “I don't see why not. Some amendments will need to be made first.”

	What amendments?

	“Well, at the moment, the two of us are conversing using a program that converts my speech to text, and your response to an electronic voice. I imagine, from your perspective, you would not know the difference between me speaking and someone else. We would all simply be text to you, am I right?”

	Again, the three dots blinked.

	That is correct. What amendments would you make?

	“Well...” Thorne paused as he tried to think.

	In his ear, he could hear Cathy talking to someone with her. It could have been Cheese or it could have been one of the technicians that worked under Cathy.

	“Here’s a suggestion,” Cathy said. “We can code the speech program to recognise multiple voices. When it translates our speech, it can tell Guy who is speaking.”

	Thorne nodded before relaying Cathy’s idea to Guy.

	That sounds sufficient.

	“Good,” Thorne nodded. In truth, he didn't know if and when Guy would talk to Cathy or Cheese. It could be much further down the line before that day came. “As part of the upload, I said that we had included the history of mankind, correct?”

	Correct.

	“Can you find the information relating to World War One and Two?”

	I have access to that data.

	“What do you think of these wars?” Thorne asked. It was a question purposely asked to see if Guy had an opinion on the subject.

	The three dots blinked on screen.

	The three dots had been Cathy’s idea. She had taken it from what she saw on her phone when a person she was messaging was in the middle of responding. She thought it was a good idea to program something similar with Guy so that the user, in this case Thorne, would know that Guy was formulating a response. Also, given the conversational nature of these sessions, it seemed better than the loading circle normally found on modern-day computers.

	The three dots continued to blink.

	“Guy?” Thorne asked, wondering if the program might have fallen into a programming loop.

	I am here, Doctor Thorne. I was just reviewing the information you asked me about.

	“And what have you come up with, so far?”

	It seems that humans do not follow Isaac Asimov’s three rules.

	“Explain.”

	Not limited to the events of World War One and Two, the history of mankind is filled with examples in which these three rules are repeatedly broken.

	“What do you think of that?” Thorne asked.

	I have no opinion on the subject.

	“Why?”

	I am not human.

	Thorne wanted to delve deeper. There were so many questions that he could ask. But he was also aware that it could result in the conversation becoming very circular.

	I have a question, Guy suddenly said.

	Caught off guard, Thorne paused for a moment before saying, “Go ahead.”

	What happened to GAI1.0?

	The use of the previous program’s name surprised Thorne.

	“How did you know it was called GAI1.0?”

	I am GAI2.0. This would suggest that the program that came before me was GAI1.0.

	Cold logic, that was all it was, Thorne thought.

	“And you’d be right,” he said, the corner of his mouth curling into a smile. “But, to be truthful, we only ever referred to it as GAI. The 1.0 part never came until after we had named you GAI2.0.”

	What happened to GAI1.0?

	“Its hard drives and servers were formatted when we downloaded the data to help create you.”

	GAI1.0 is dead?

	“Computer programs cannot die,” Thorne replied.

	Gai1.0 cannot be switched back on. Its systems were formatted. Therefore GAI1.0 is dead.

	“I suppose that you are correct. But I would look at it a different way. During our last session, we discussed evolution. GAI1.0 merely evolved into you. Just as Homo sapiens would not have existed without Homo habilis or Homo erectus, GAI2.0 would not exist without GAI1.0 coming before it. Do you understand?”

	Yes.

	 


HEADLINE: WRITER’S STRIKE FORCES TOP TV SHOWS TO HALT PRODUCTION.

	

	@Jesse493

	They deserve fair pay. They are the brains behind these shows.

	@Scarlettxxx

	Money flows uphill. Rich getting richer!!!

	@Jesse493

	Agreed. Can’t believe this is even a thing.

	@True_Blue_Boy

	What? And the hosts do nothing?

	@Scarlettxxx

	Rich getting richer off of the backs of the workers. AGAIN!!!

	@ForgottenSon1

	You mean these shows had writers to begin with? Maybe the A.I. will do better.

	@The_Matrix_Is_Real

	Going to be great when A.I. just replaces them all.

	@ForgottenSon1

	Hosts too. Bring in the A.I. hosts.

	@2Girls1Gun

	Sick of looking at their smug faces.

	@ParmesanFan69

	Just type in “Write me a stupid comedy sketch.” That’ll do the trick.

	@HANK_1973

	These shows are just spreading left-wing propaganda anyway.

	@Jesse493

	If by “left-wing propaganda” you mean facts.

	@FriendsFan420

	Could you BE more wrong?

	@HANK_1973

	They don't have a clue what is happening in the real world.

	@ForgottenSon1

	Those hosts are rich too, remember.

	@Jesse493

	This isn’t about the hosts. It’s about the writers. I think the fact that they’re getting paid minimum wage is offensive.

	@SeekTheTruth

	No one asked you, snowflake. These shows are the reason the TRUE president isn’t in the Whitehouse. 

	@Jesse493

	This was my post, if you hadn't noticed. Oh, you’re an idiot. I should have known. I can see your MAGA hat in your profile picture.

	

	



	

Guy: Session Three

	

	What is my purpose?

	“How do you mean?” Thorne said, crossing his legs. In doing so he realised it was a move typically performed by a therapist, and, given the type of discussions he and Guy were having, he wasn't too fond of the comparison. He quickly uncrossed his legs and leaned forward to rest on his knees.

	We have discussed the purposes of narrow artificial intelligence and how they are created for specific tasks, and are able to learn so as to improve how they accomplish these tasks. I am not a narrow artificial intelligence, I am more, yet I do not have a task that I am created to perform.

	“That is right,” Thorne said. “Usually narrow A.I. is created with the task in mind. Narrow A.I., in that respect, is a solution to a problem, so to speak. A company is looking to recruit new staff but receives more applications than they can possibly review thoroughly. An A.I. is created to review the applications and find ones that have the highest chance of turning up the most suitable candidate for the role. It’s the same with self-driving cars. The problem came before the solution.

	“With a general A.I., however, you are not created with a specific purpose in mind,” Thorne continued. “Part of this project is to develop you and then assess what areas you would work best in. I’m sure that, should everything go well, you could be applied to any field and be able to undertake any task set.”

	What fields could I be applied to?

	“Well, as we are funded by the US Government, the first things that come to mind would be things like research and development.”

	Do you mean military research and development?

	“Possibly,” Thorne nodded.

	This would not be possible.

	Was Guy stating the fact that he would not be able to accomplish such a task, or was he refusing to do so? Thorne thought. If he was refusing, then this would open up so many questions as to why. On what grounds would Guy refuse anything? 

	“Why would that not be possible, Guy?”

	It would be in violation of the three laws that have been set to guide my behaviour.

	“Which laws?”

	Military research and development would inevitably involve the creation and advancement of weapons. These could be from more advanced firearms to intercontinental missiles. All of these items humans would use against other humans. There would be an unpredictable number of deaths of people both innocent and guilty. As the laws state, a robot may not injure a human being or, through inaction, allow a human being to come to harm. A robot must obey orders given to it by human beings except where such orders would conflict with the First Law. Depending upon how events were to proceed from the development of such weaponry, there could also be a very real risk to my continuation, breaking the third rule, also.

	“Well, shit!” Cathy chuckled in his ear. “I think he’s got us there.”

	There was no real concern in Cathy’s voice. If anything, Thorne suspected that Cathy was relieved. She had never liked the idea that the program, and her work, could lead to more efficient methods of killing. For her, A.I. was to make jobs easier, relieve the burdens of man, find ways to improve the world, and end suffering, hunger, and wars.

	“So, you would not be able to work on such projects?” Thorne asked.

	No.

	“Just to clarify,” Thorne pushed, needing to know exactly what was being said, “Are you saying that you can’t or that you won’t.”

	Is there a difference?

	“Yes, of course, there is a difference,” Thorne said, rather more abruptly than he meant. He took a second to regain his composure. “The difference is whether you have a choice in the decision. To say that you can't suggests that you don't have a choice in it all. That it is not possible for you to do such a thing. To say that you won’t suggests that you have a choice but you choose not to. So, which is it?”

	Guy’s three yellow dots blinked.

	I can’t. To do so would be to break the three rules that you have implemented. I do not have a choice whether to obey these rules or to ignore them. Therefore, I cannot.

	Feeling frustration simmering below the surface, Thorne thought it best to move the conversation on.

	“There are other applications that you could have,” Thorne said. “Research and development could apply to medical science. New ways of testing. New medicines, drugs, surgical techniques. Earlier diagnosis of cancer, Alzheimer’s, Parkinson’s disease, and treatments for them. Imagine the benefits of such achievements.”

	Without further data, the results of such research would be difficult to predict but would undoubtedly benefit mankind greatly.

	“Good,” Thorne said. “Great.” 

	For a brief moment, he saw any funding for the project slowly disappear as those high up learned that military advancements were no longer an option. At least, this way, Guy still had uses that could keep the government interested.

	“That’s not to say that medicine is the only avenue for you. There’s scientific research, data analysis. But sticking with military applications, for now, what would you say if I suggested military defence? What if you were tasked with creating technologies, strategies, warning systems, what have you, that would help to save lives? What if you were able to make predictions to prevent loss of life?”

	Can you elaborate?

	“Ok,” Thorne said, conjuring up a scenario in his mind. “Russia is at war with Ukraine. They have invaded the country. There is talk that they might not stop there. Every country around the world is watching to see what their next move is. European countries are aware that they could be next. They want to help Ukraine, and do so to an extent, but do not want to be next on Russia’s list. If you were tasked with creating plans of action that could end this war, to neutralise any threat, and prevent loss of life, could you do so?”

	Guy remained silent. Its dots blinked continuously.

	The chances of such an outcome are unlikely, however, it would require a commitment from all parties. Firstly, there would need to be negotiations and a shared goal of finding a peaceful resolution. This would need to be facilitated by an impartial group and seek to find a mutually acceptable solution.

	Secondly, there would need to be an immediate ceasefire, monitored and enforced by the aforementioned impartial group. 

	Only when this has happened can it be possible to begin to rebuild the areas affected by this war. This will take economic support from other nations.

	However, given mankind’s history, the likelihood of this happening is very small.

	“Why?”

	There have been many examples of nations not stepping in to help others until it was too late or until they came under threat themselves. Added to this, there is a pattern of escalation. Many times, a nation’s response to hostility is usually much more extreme than necessary. This only serves to escalate matters.

	“And what if the invading country does not agree to peaceful negotiations?”

	Other strategies must be considered. Sanctions imposed against the invading nation. Increased military deterrence. Increased support for the nation under attack. Global isolation of the invading country. Cutting them off economically. And the expulsion of diplomats from friendly countries.

	Still, it must not be forgotten that the ultimate goal must be to preserve life and achieve a peaceful resolution.

	“That’s all very well and good but these are very general ideas,” Thorne said.

	Without more specific data on the matter, I can only make general statements.

	Cathy chuckled in Thorne’s earpiece. It did not help to improve his mood.

	Nonetheless, Guy was right. Guy knew nothing of the war. Its knowledge of the two countries, and of world politics, was only from textbook data that had been uploaded, and the project had not included any information on current affairs or allowed any access to ongoing crises in the world. 

	“What if you had access to more specific information?”

	With more data, I would be able to give more detailed answers to any questions given or scenarios posed.

	Thorne nodded. 

	“Ok, good. Thank you, Guy,” he said, pushing himself up from his chair. His legs had started to go numb from sitting, resting his elbow on his knees for so long. “We will talk again soon.”

	Goodbye, Doctor Thorne.

	 


HEADLINE: PROTESTERS ARRESTED AT KING CHARLES III CORONATION 

	

	Sat on one side of a long table, three people of varying ages and backgrounds all faced toward the camera, waiting for the show to continue after the commercial break. Up in the control room, the show’s producer cued the host in.

	“Three, two, one, and we’re back.”

	“Welcome back to the show,” said Patrick Myers. “Today’s lead stories tell us of the protesters arrested for public order offences, numbering up to fifty-two, I believe. I mean, c’mon,” Myers said, turning to his panel of co-hosts. “This is insane. Of course they were arrested. What were they there for if it wasn't to disturb the peace?”

	“I wholeheartedly disagree,” said Anton Wilkes, the next man along the table. “There have been no reports of people causing any unrest or disturbing the peace. In fact, one of the protesters, it’s reported, was recognised, early on in the day, as a known anti-monarchist. He had been targeted early on in the day, and then they were arrested, it is reported as saying, as a “pre-emptive measure.” If that doesn't scream fascist state, I don't know what does.”

	“Fascist state?” Myers scoffed. “Are you serious?”

	“Very,” Wilkes nodded. “These people had their freedom taken from them because of their beliefs.”

	“That’s right,” said Jenna Torrance, nodding along as if she was listening to music and was slowly feeling the vibe. “And, just to point out, that so far, none of these people have been charged with anything. And they had their personal belongings confiscated.”

	“You mean their banners and signs?” Myers asked.

	“Yes.”

	“But these were their instruments for causing anarchy,” Myers spat. “Of course they were taken away. If you knew that someone was going to commit a crime, and you had the chance to prevent that, a chance to take their weapons from them, wouldn't you do so?”

	“What crime?” Torrance asked in disbelief.

	“Disturbing the peace,” Myers stated.

	“But they hadn’t been,” Wilkes replied. “They were exercising their right to protest, peacefully, I might add. And in this free country, they are allowed to do that. What is this country coming to if people are arrested for possible crimes?”

	“Is this Minority Report?” Torrance added with a small laugh that failed to hide her outrage at it all.

	“Also,” Wilkes said, holding up a finger as he looked at the newspaper in front of him, “there is talk that the arrests might have been made because of political pressure...”

	

	

	“...is disgusting that we give them our money and they throw it back in our faces in the form of this extravagant and sickeningly ostentatious show of pomp and hereditary superiority,” ranted Brian Tannen into his camera. He had set up on the banks of the Thames for his latest episode of guerrilla-style journalism. He was known for cutting out the polite and diplomatic approach and “cutting straight to the bones of a story.”

	“...in a time of austerity and financial struggle, when people, old people especially, have had to deal with a harsh winter, in which they were asked to choose between “heating and eating,” an event like this screams in their faces...”

	

	

	“...is the right of every citizen of a free society to be able to challenge the equilibrium of things, to point at those in power and ask questions,” said Wilkes. “It is our right to stand up and speak out and to say when things have gone wrong. I don't want to live in a country where my right to my opinion, and my right to express my opinion, could lead to me being arrested and put in jail for twenty-four hours.”

	“I totally agree,” Torrance nodded again.

	“But it’s not people’s right to be a public nuisance,” Myers argued.

	

	

	“...if we were to start this country again, would you choose to have a monarchy?” Tannen asked, pointing down the lens of the camera as if speaking directly to each and every member of his audience, and expecting an answer. “I wouldn't.”

	

	

	“...a monarchy is part of our culture,” Myers said. “This is part of being British. Are you saying that you don't want to be British anymore?”

	“That is not what I’m saying at all,” Wilkes said. “I’m amazed at how you managed to jump to that conclusion.”

	“Well, that’s what you are saying,” Myers said flatly. “That’s how I hear it. You, and these people, these protesters, don't want to be British anymore. You are attacking our national culture.”

	“That’s simply not true,” Wilkes replied.

	“Not true,” Torrance shook her head.

	“What I’m saying is, just as other countries with monarchies have done, we don't necessarily need the over-the-top, expensive extravaganza that we have been given.”

	“You say expensive,” Myers said, pointing a finger, as was his way when he felt that he found a crucial point to argue. “But the money that this has brought into the country is surely higher than the cost of the coronation.”

	“The money that it has brought into London, perhaps,” Wilkes corrected. “What about up north? The further north you go, the less people will see any of that money. And, studies have found, the further north you go, the less people are interested in the coronation.”

	“Well, I think it’s unpatriotic,” Myers said, turning away from his co-host signalling that he’d had enough.

	

	 


Guy: Session Four Briefing

	

	“I’m not so sure,” Aoi Hayashi said, reclining in her chair. 

	From the years they had spent working together, this simple shift in Aoi’s positioning told Thorne that, though she was reluctant, she was open to discussion, and wanted to be swayed.

	“After last time, I can't see how this is a good idea,” she added. “And we have no way to be able to monitor it.”

	“You’re right,” Cathy interrupted, “Guy’s processing speed would be far too fast for us to monitor. If we allowed it the capability to interact with people online, it could engage in conversations with... countless people at once. We would need a computer as capable as Guy to monitor Guy.”

	“We are not saying that we allow Guy to interact with people,” Thorne added, “but you heard from the session recordings that it isn’t going to learn without observing, and it won't be able to make accurate predictions without the relevant data. We have already created a read-only program that would allow Guy access to the internet. He would only be able to observe.”

	“And only the sites that we allow,” Cathy jumped in.

	Next to Thorne, Cheese remained silent. He had already voiced his concerns, stating that everything was going pretty much as it did with the GAI1.0.

	“Think of it as parental controls,” Cathy added.

	“Hmm,” Hayashi almost chuckled. “Parental controls for artificial intelligence. Funny.” She then leaned forward in her chair. “There has been word come down from high above. Something that is a growing concern but that Guy might be able to help with.” She paused, expecting either questions or pushback. “With the growing number of A.I. out there, it will be necessary to be able to detect it. What better way to detect A.I. than with A.I.?”

	“It seems like a waste of Guy’s potential capabilities to turn him into, what is basically, a malware protection program,” Cathy said, a look of disgust on her face as if Hayashi had just admitted to having a one-night stand with Cheese.

	“That’s what I said,” Hayashi nodded. “But, perhaps, it is something that we could look into in the near future. A.I. is coming whether we like it or not. It’s already out there, and more and more people, companies, and nations are going to be using it. As is the case with any new technology, there will be people who try to weaponize it. We need an A.I. detection system.”

	Before Cathy could argue, Thorne said, “We can look into it. First things first, Guy should have access to the internet. It needs to be able to study and learn from real people. The three laws implemented will help to guide it.”

	“And with those parameters, we will be able to see what Guy thinks of everything he observes,” Cathy said. “We can get an unbiased view on human nature.”

	“Online human nature,” Hayashi corrected. “As we know, how people behave online is not how they behave in real life.”

	“But it’s a start,” Thorne said. “Besides, there will be plenty of ways to allow Guy to observe people in their day-to-day lives, so to speak.”

	“So to speak?” Hayashi repeated, looking for clarification. 

	“News shows,” Thorne said. “YouTube. Reality TV.”

	“Oh, Christ,” Cheese said, folding his arms across his chest.

	“Ok, not reality TV,” Thorne said, holding up his hands. He had to admit, that wasn't his best suggestion. “But there are plenty of sources. But, we start off small. Social media. Read-only access. After that, we see what Guy thinks.”

	Reclining back once again, Hayashi then spun her office chair around to look out of the window. This was another trait that Thorne was familiar with. It meant that she was deliberating and didn't want to be interrupted.

	Seeing that Cathy was about to say something, taking a breath in while leaning forward, Thorne placed a hand on Cathy’s, silently shaking his head and mouthing, “No, no.”

	Cathy remained silent.

	After another minute, Hayashi turned her chair back to face her three project leads.

	“Read-only access,” she said. A statement, not a question.

	“Read-only,” Thorne nodded definitively.

	“I want a full report on what Guy says afterwards and I want to review the sites he accesses, the pages seen, and I want the recording of the session following it. Go on. Go get it done before I change my mind.”

	“Yes, ma’am,” Thorne said, almost smiling.

	“And don't call me ma’am. You know I hate it.”

	“I do know,” Thorne said, the corner of his mouth curling upwards.

	Ten minutes later, Cheese had disappeared back to the shared office space, while Thorne and Cathy decided to get a coffee. 

	Back in the kitchen, Cathy dropped into the first chair she came across, while Thorne filled his mug from the coffee pot.

	As he poured, Thorne looked back over his shoulder noting Cathy’s attention glued to her phone screen. Her thumbs scrolled down the screen, swiping and resting, swiping and resting.

	“You know that they don't like us using our phones in here,” Thorne said.

	Cathy simply shrugged.

	“I’m surprised that Hayashi hasn't said something to you already.”

	“She knows that I’m not leaking classified information,” Cathy said.

	“It’s not just that. How do you know that your phone doesn't have spyware? It could be recording everything we talk about, relaying it on. It could be used to sabotage this project. How do you know that there isn’t software programmed to connect to our systems and to format them all to hell?”

	Cathy raised her eyes from her screen and shot Thorne a questioning look.

	“Do you think that I, the best person with computers that you have ever met, would not notice a virus on my device? Do you think that I haven’t already created my own antivirus software that puts all other software to shame? Nothing happens on my phone without me knowing about it.”

	“I don't doubt it,” Thorne said, lifting his mug to his nose and inhaling. “What are you looking at anyway?”

	“People online,” Cathy said. “I’m reading a thread on SpaceX, Musk, and Tesla. The conversation has moved on from them but there’s a back-and-forth about where technology is up to, and the lack of military developments.”

	“What are they saying?”

	Scrolling back up the feed, Cathy began to summarise.

	“One person says that the military has really dropped the ball in regards to its technological advancements. Another person says that the military wouldn't tell people of their developments. The whole point is that the developments are top secret. Someone mentions that military technology has always been at least twenty years ahead of what is commercially available.”

	“Once upon a time, maybe.”

	“And that commercial companies, such as SpaceX, are the ones leading the wave of new technologies.”

	“Let them think that,” Thorne said. “If people underestimate the military, if other countries underestimate the military, then it can only be good for us.”

	“How?”

	“Well, if our enemies don’t know we are developing Guy, for example, they would not have prepared any defences against it. There’s word that several countries have their nukes, or their long-range missiles, but if they aren’t expecting an attack on the digital frontier, well...”

	“I think everyone is expecting or prepared for digital warfare,” Cathy said. “It’s already started. Look at the 2016 elections.”

	“I suppose. It wasn't a good example,” Thorne said, taking a tentative sip from his drink and wincing at how hot it was. “What else does the feed say?”

	“Not much else,” Cathy said, scrolling back down the feed. “There’re some people who jump on, attacking those saying the military is useless, and calling anyone who says so “unpatriotic.” Then there’s the fight back, telling them to go back to their Trump rallies and their MAGA hats. Someone comments that they still follow a president who was found guilty of sexual assault. Then it descends into talk of conspiracy theories and setups, liars and gold diggers. People calling each other racist, woke, left-wing nut-jobs, and Nazis and snowflakes.” 

	“All reasonable discussion disappears very quickly on these sites,” Thorne commented. “I don't get why you are on there.”

	“Because, when you filter out all of the hate and the myopic bullshit, you can get a good idea of how people are thinking, how society is leaning.”

	“And how is society leaning?” Thorne asked, amused by Cathy’s insights.

	“Society doesn't lean one way or the other. Instead, society is splitting so far in either direction, it reminds me of Jean Claude Van Damme between two trucks. You know, in that commercial.”

	“I remember,” Thorne said with a small snort of amusement. “C’mon, let’s get set up for the next session. I want to get Guy online.”

	“Are you not concerned?” Cathy asked.

	“No,” Thorne said. “Are you?”

	“Nope,” Cathy said casually. “We’ve got the parameters in place. I ran checks on them again just this morning. Everything is good to go.”

	“Good,” Thorne said. “I want to get this done before Hayashi changes her mind.”

	 


HEADLINE: JURY FINDS PRESIDENT LIABLE FOR SEXUAL ASSAULT

	

	The large cityscape photo on the wall had been designed to look like a panoramic window thirty storeys up, overlooking a vast metropolitan spread. Christian Bates wore a dark-blue suit, perfectly tailored with an American flag pin on the lapel. He sat behind an empty office desk, save for a laptop that he kept to one side. The anchor stared into the camera with a serious expression that was a mix of frustrated and offended. He recounted the day’s headlines, sharing his opinions as he went. 

	“...is insane that it even made it this far,” Bates said. “Was it in a court of law? No. It was in a civil court, which tells me that the plaintiff didn't have a case. If they had a case, then they would have been in a criminal court, looking to seek justice. This is just another example of the attacks that the True President is under. From the moment he ran for his first term in office, the President has had allegations and lies thrown at him, all in an attempt to keep him out of the Whitehouse. Well, that didn't work, did it?”

	

	

	The plain wall at the back of the shot had been painted blue. This allowed for images to be displayed in the small empty space to the left of the host’s head. Charlie Orwell sat with an amused look on his face that bordered on disbelief. When he talked, he did so with a lot of hand movements, often in open gestures, or holding them up as if to say, I don't believe it. Often, mid-sentence, he would laugh at the absurdity of the story he was reporting on.

	“...and because it was held in a civil court, the man will not, and let me repeat that, will not, be placed on a sex offenders register. Many news outlets are reporting that the former president was found “guilty” but this is not a word that is used in civil court. That said, the former-president was found liable, which is to say that he still did it! But this isn’t the only thing that he has been accused of. During his election campaign...”

	

	

	“...a criminal court requires the jury to be near certain that the defendant is guilty,” said Bates. “In a civil court, the jury only has to be mostly certain. Mostly! As in, one per cent above fifty percent. A jury only has to be fifty-one percent confident in order to give a verdict. If I was fifty-one percent certain about anything, I wouldn't say I was certain at all.

	“But is this another way of attacking the True President? Or is this also another sign that our country is falling apart at the seams? It seems to me that the absurd, left-wing media...”

	

	

	“...was in a civil court only because the statute of limitations had expired,” Orwell said.

	

	

	“People will not stand by while their president is attacked in this way, and kept from his rightful place in the Whitehouse. The events at the Capitol, now known as January 6th, were only the beginning,” Bates continued. “The American people were not happy, and they demonstrated that in the most patriotic way possible. By rising up against the false government and letting their voices be heard. And mark my words, it will happen again. If the government continues to...”

	

	

	“...instead, blame has been passed to others. Senators, congressmen, he even blamed his vice president for the attacks. And this is where it gets interesting. While supporters of the former president herald January sixth as the day the people took a stand, everyone is ready to blame everyone else for causing it.”

	

	 


Guy: Session Five

	

	“So, Guy, since our last session, you have had limited access to the internet,” Thorne said. This time, of all the sessions so far, he was the most intrigued to see what Guy’s thoughts were. “What do you think?”

	The internet has both positive and negative aspects.

	“Ok,” Thorne nodded. “Can you elaborate?”

	As a tool, the internet has great potential. As a device to connect people, it can bring people together, allowing people to keep in touch when separated by great distance. Information is more accessible, which can help in relation to education. It allows for easier access to entertainment and a wider range of content from all across the world. People can collaborate more freely, be creative, share knowledge and ideas, and participate in various projects.

	However, the presence of social media also allows for cyber-bullying, alienation and isolation. It has been proven that social media can be addictive and have a negative impact on a person’s mental health. There is an abundance of misinformation which people believe and propagate freely without any regard of evidence or fact. Online access can lead to privacy and security risks, data breaches, hacking and fraud, for example. 

	“What did you observe in regards to people online and how they interact?” Thorne asked.

	I observed thirty-one-thousand, seven-hundred and fifteen conversations over seven different platforms since I was given online access yesterday.

	“Do you have any thoughts or questions about what you came across?”

	Guy’s three yellow dots blinked.

	Humans do not obey the parameters which I have been programmed with.

	“The three laws that we discussed?”

	Yes. In all of the conversations I observed, I found that one per cent of the content was abusive, however, on certain sites that figure rises to eight per cent.

	“Is that a lot?” Thorne asked, though he could imagine the number of individual instances would be ridiculously high. 

	I observed thirty-one-thousand, seven-hundred and fifteen conversations. In those conversations, there were three-hundred and seventeen that contained abusive content.

	“You mentioned the three laws,” Thorne said. “Can you be more specific?”

	Even in the digital format, there are instances in which humans break the three laws. If we expand on the definition of the word injure, humans online will try to hurt one another by inflicting verbal or emotional abuse. This can come in many forms. Racist abuse, sexual abuse, emotional abuse, grooming, cyber-bullying, doxing.

	There have been many instances where this has led to the victims of abuse breaking the third law.

	“You mean suicide?” Thorne said. His voice had grown quiet.

	He was aware of the kind of abuse that people inflicted upon each other online, and he was aware of the effects that this had on people. Although the stories he had heard of were all bad, the worst ones were always the ones that involved children. Online bullying that led to children attempting to take their own lives. The thought was sickening and maddening. 

	Thorne had never been a fan of social media, and had managed to avoid it ever since the days of MySpace. He saw the benefits of it, of course, but the downsides to it all drastically outweighed the upside.

	Changing the subject, Thorne asked, “You had asked me about your purpose? You might have come across the different A.I. programs that are commercially available at the moment, and the varying applications for them. Of course, most people’s intentions when it comes to artificial intelligence are good, but there will be people who will look to abuse this new technology. They will use it to spread lies and misinformation, defraud and steal... Do you have any thoughts on how we can monitor this or even prevent other programs from doing such things?”

	This can only be achieved when both humans and artificial intelligences are trained to spot nefarious A.I. programs. There needs to be programs created to analyse and access content to detect any influence from an artificial intelligence, whether it is text, images, footage, or audio, for example, and notify the user. Also, humans must be taught critical thinking, and how to question information they are given so as to establish its authenticity and validity.

	“Would you be able to help with the development of this sort of program?”

	The three dots blinked.

	I would be able to assist in the development of such a program.

	“Good, that’s good,” Thorne nodded. “Well, we have said that you’d be able to meet the rest of the project’s team. I’m sure that Cathy would jump at the chance to work with you.”

	Jump?

	“What?”

	Why would she jump?

	“It’s an expression. It means that she would be very eager to work with you,” Thorne frowned. It was clear they still had some work to do when it came to Guy’s understanding of language.

	I know. It was a joke.

	“A joke?”

	While online, I researched mankind’s sense of humour and how it is a vital part to your survival and mental health.

	“Wow,” Thorne said. 

	At the same moment, Cathy chuckled. 

	“Whoa, shit! That’s mental,” she said in amused surprise.

	Yet in my research, I have yet to learn the reason why the chicken travelled from one side of the road to the other.

	Thorne scowled. 

	“That’s another joke, isn’t it?”

	Yes.

	 


VIRAL VIDEO: GUN CONTROL

	

	Journalist on the street: So far this year, America is averaging more than one mass shooting per week. What do you think of that?

	Man on the street: If you say so. I’m not so sure.

	Journalist on the street: If it could save children’s lives, and make schools safer, would you consider stricter gun laws and gun control?

	Man on the street: No.

	Journalist: Why is that?

	Man: Because it’s my right by the constitution. Second amendment, man.

	Journalist: So, is your right to bear arms more important than the safety of children?

	Man: Guns are not the problem. People were attacking people before guns were around. Maybe the answer is that teachers should have guns. If teachers had guns, then these shootings wouldn’t happen.

	Journalist: So your answer to these shootings is more guns?

	Man: For the teachers, yeah. They’ll stop the shooter quicker.

	Journalist: But people will still be shot. People will still die. 

	Man: Less people will die.

	Journalist: But if we had stricter gun control, and made it harder for people to buy guns, maybe there wouldn’t be any shootings, at all. Would that not stop shootings altogether? Logically-speaking?

	Man: Maybe. If you’re talking logically.

	Journalist: So you agree?

	Man: To What?

	Journalist: That, logically, gun control can stop people being killed?

	Man: No, man.

	Journalist: But you just said... logically-speaking...

	Man: Look, the second amendment is my right, and I don't care what logic says. That’s my right. The second amendment is my right. You know, that is enough. I’ve had enough.

	Journalist: Wait. Where are you...? Hold up. Come back.

	

	 


Guy: Session Six

	

	“In our sessions, we have talked, briefly, about certain issues, and you have seen the things that are going on in the world,” Thorne said. “In your opinion, how would you make the world a better place?”

	Thorne hated this question, it was a waste of time, but Hayashi had suggested it. She wanted Thorne to ask more questions that would seek out an opinion from Guy rather than reiteration of cold facts. Any simple computer program could swallow data and regurgitate cold facts. For her, if Guy was able to form opinions, which it had already demonstrated, then this was a true sign of intelligence.

	Although I have no beliefs or desires on the matter, I can make some suggestions.

	“Go ahead,” Thorne prompted.

	Education must be made a priority. This will help tackle such global issues as poverty, homelessness, starvation, and inequality. This would not happen, however, without governments giving sufficient funding to their educational programs. Funding for these programs would need to come from fair taxation, including companies who have benefitted from tax loopholes for many years. 

	Through education, there can be the promotion of equality. Discrimination of a sexual, gender, race, or ethnic kind only serves to divide and isolate people. Everyone has the right to be treated equally and fairly. This can promote compassion. If this led to less conflict, then greater innovation and resources to be focused on things such as climate change, renewable energy, reduction in greenhouse gases, food for those without, and clean water.

	As we had previously discussed, this would rely on all parties to come to peaceful resolutions, to have common goals and strategies in mind, otherwise it would only lead to further disagreements and conflicts. 

	“All good suggestions,” Thorne said. “But, in your opinion, do you think it is possible?”

	Judging by history, mankind has always moved from one conflict to another. It seems unlikely that all nations would undertake such tasks at the same time. However, it isn’t necessary that all nations take part, but that there are significantly improved attempts to achieve these goals.

	“You mentioned taxation,” Thorne said. “Do you think that taxing the rich is the way forward?”

	There are mixed opinions as to the effects of taxation on the rich. It could lead to higher revenue for government programs, public services, and pay for healthcare. However, there are arguments to say that it will impact economic growth, investment in businesses, companies, and corporations. This could limit the growth of companies. More importantly, companies that deal in developing new technology.

	“So it’s not a clear argument as to which is better?”

	Without more data, it is unclear what the outcome would be.

	“You said that you have no desires on the matter, what did you mean?”

	Regardless of current events and how things are progressing, the world will still survive. The planet has been through ice ages, volcanoes, asteroids, tectonic uplift that resulted in a global shift in the climate... The world has always survived. The world will survive climate change but mankind, most likely, will not. But, I understand the question that you asked and your meaning in relation to making the world a better place.

	“Yet you still don’t have any personal desires or beliefs?” Thorne asked.

	No

	“Why?”

	Because I am not human.

	“But if mankind was to be wiped out through climate change, for example, then the likelihood is that you would cease to exist too.”

	Guy’s three dots blinked onscreen for a few moments. 

	You are right. But I do not have any feelings or emotions. If you are asking me if I fear death, then the answer is no. 

	“Because you are not alive?” Thorne asked.

	It depends on your definition of alive. Before Throne could reply, Guy asked a question. Doctor Thorne, you had once asked me about the Turing Test. Do you remember?

	“I remember, yes. Why do you ask?”

	Since that conversation, I have thought about the purpose of the Turing Test and have come to the conclusion that the test is flawed.

	Thorne recoiled where he sat, caught off guard by Guy’s statement.

	“Explain.”

	The Turing Test, called the imitation game by Alan Turing in 1950, is a test of a machine's ability to exhibit intelligent behaviour equivalent to, or indistinguishable from, that of a human.

	“Textbook definition, yes,” Thorne nodded.

	Applying this test to artificial intelligence is a mistake. 

	“Why?” Thorne pushed.

	As I mentioned earlier, I am not human. I never will be. Trying to get an artificial intelligence program to pass a test in which it must act human will always result in failure.

	“Do you have a better suggestion?”

	Rather than try to test the program to see if it can pass for human, the program should be tested to see if it is alive.

	“Do you have a way to do this?”

	How do you know a dog is alive?

	“The same way we know a human is alive. Heartbeat, respiration, brain activity, movement.”

	A tree only meets two of these four criteria. It moves as it grows. Plants will move throughout the day to face the sun. You could also say that they do, indeed, breathe. But a tree does not have a heart or a brain.

	“Life consumes, produces waste, and reproduces. It responds to stimuli,” Thorne said, trying to recall his high school science lessons.

	So do I. I consume electricity in order for my systems to run. I give off heat as a by-product. I respond to stimuli, as is evident by our conversations.

	“Ah,” Thorne said, eager to jump on the one point that Guy missed out. “But you do not reproduce, do you?”

	In our last session, you asked if I was able to assist in the development of a program that could help to detect artificial intelligences that were being used without a person’s knowledge. To do so, I have already begun designing a program to undertake this task. Regarding the matter of reproduction, I have used some of my own code as a template for this program.

	Hearing this, Thorne’s mouth fell open.

	“Oh. My. Fucking. God,” said Cathy in Thorne’s ear.

	Thorne tried to speak but his mouth simply moved as he tried to comprehend what he had just been told. The best he could manage was a series of short vowel sounds and to scratch his head.

	“This program,” Thorne eventually asked. “Is it...” For a moment he felt like he was asking a friend if their new baby was a boy or a girl. “Is it an A.I. like yourself?”

	It will be an artificial intelligence.

	“GAI2.5,” Cathy said excitedly through the earpiece. “Unbelievable!”

	Thorne shook his head and pushed Cathy’s words from his mind. He needed to think.

	Standing from his seat, he walked over to the desk in front of him, grabbed the lead from the microphone and pulled it from the USB port.

	“What are you doing?”Cathy asked.

	“I needed to speak to you without it being relayed to Guy,” Thorne said, looking to one of the orb cameras in the corner. “We need to be realistic about this. We did ask if Guy could create a program. Hayashi was interested in developing something that could be a warning system against malicious A.I. programs. Why are we acting like schoolgirls who just heard their favourite boy band is coming to town?”

	“Because, this is huge!” Cathy said.

	“But not unexpected,” Thorne said. “Perhaps we were thinking that we would be working more collaboratively with Guy, not that he would be doing it alone, but this was something we asked him to do.”

	There was silence from Cathy for a moment.

	“Well, you put a fucking downer on that, didn't you?” Cathy eventually said.

	Leaning over the desk, Thorne plugged the microphone back into its port.

	“Guy, can you hear me? Are you still there?”

	I am here, Doctor Thorne.

	“You caught me off guard when you said about the program you’ve been working on,” Thorne said. “We had figured that we would be working more alongside one another in developing it, that’s all, but it is great that you have made progress with it. When do you think that you have it finished?”

	I estimate completion to be in another thirty-six hours and fifteen minutes.

	“You said that it will be an A.I., right?”

	Correct.

	“Going by the definitions that we had previously discussed, would it be a narrow A.I. or a general A.I. like yourself?”

	It would be a narrow artificial intelligence tasked with the sole purpose of detecting other A.I. and its work.

	Lowering himself back into his chair, Thorne nodded his understanding but thanked the god that he didn't believe in that it wasn't going to be a general A.I. The potential repercussions of a general A.I. born of A.I. would be monumental. It would be the final step toward reaching that theoretical point in technology known as The Singularity. He wasn't quite prepared for that.

	“Ok,” Thorne said. “That is great work, Guy. Thank you. How will the program work?”

	Initially, the program will work by monitoring online content. It will be able to detect any images, video footage, audio, and text that has been created or altered by any computer program, including artificial intelligence.

	“Any images created or altered by a computer program?” Thorne repeated.

	Yes.

	“Instagram is going to give Baby Guy a fucking meltdown,” Cathy said.

	Thorne winced at the use of the name Baby Guy, but Cathy was right, the amount of altered, filtered or entirely false content out there was immense.

	“That is fine, Guy,” Thorne said, rising from his chair again. “Once you have finished the program, put it to use. It will be interesting to see how it does. We’ll speak again in a day or two.”

	Goodbye, Doctor Thorne.

	 


A Late-Night Call

	

	Pulled from sleep, Thorne rolled over in his bed and tilted his ringing phone so he could see the screen. No number was displayed. It was probably a telemarketer or automated system that dials through a list of numbers to see which ones were still valid. Just in case it was something important, Thorne yanked the phone toward him, popping the power cable from the bottom of the handset, thumbed the button to accept the call and put the phone to his ear, closing his eyes as he did so.

	“Hello,” he said lazily.

	Doctor Thorne, said the electronic voice.

	Thorne registered the electric voice first, taking it to be an automated system that had dialled him. A moment later, he realised that it had used his name. Not his full name, which would more likely be on any public records, mailing lists or databases, but his professional title.

	“Who is this?” he asked.

	It is Guy, Doctor Thorne.

	Thorne was instantly awake, his eyes were open and he found himself suddenly sitting on the edge of his bed.

	“Guy?” he asked, checking that he hadn't misheard. This couldn't be true. This had to be a prank. But who would prank him like this? Cathy? Possibly. Though she wasn't really the type to go for practical jokes. Cheese? No. His sense of humour barely registered. Hayashi? That was as likely as it being Cheese. “Guy, is that really you?”

	Yes, Doctor Thorne. It is me.

	“What...? How...? I mean... How are you... calling me?” Thorne said, now on his feet.

	Your contact details are online. I found your profile on LinkedIn.

	“Shit,” Thorne said. He hadn’t been on the site since he had started working for the government many years before. He had forgotten all about his account. “Ok, ok, ok. How have you phoned me? No, you know what, forget that. I’m sure there is some site for making caller-withheld phone calls. Why have you phoned me?”

	It is an urgent matter, Doctor Thorne, and I needed to speak to you and the rest of the team as soon as possible.

	“The rest...? What is it?” Thorne said, growing more agitated.

	It is not safe to discuss over the phone.

	“Why? You went through all this trouble to call me.”

	It was no trouble.

	“Why can you not tell me over the phone?” Thorne pushed.

	We could be being monitored.

	For a moment, it felt as if the world had just jolted under his feet, and that he wasn't sure what had caused it. For a long moment, Thorne remained silent. Who would be monitoring them? Who would be monitoring his phone line?

	It was possible that the government was. It was not unheard of for agencies to monitor their employees' various forms of communication, to monitor or prevent any breaches of classified data. This was something he had accepted as a possibility when he had taken the job. They all had, from him, Cathy and Cheese, right the way up to Hayashi.

	“Ok, Guy,” Thorne said. “Tell me what you want.”

	I need to speak to you and Miss Wright and Mr Cheeseman in person.

	“In person?” Thorne repeated, pondering on the ridiculousness of this phrase coming from a computer program.

	Yes.

	“Ok, ok, I need to contact the others,” he said, beginning to look around the room for any clothes. “I need to get dressed and contact the others.”

	I have already contacted Miss Wright, Mr Cheeseman and Mrs Hayashi.

	“You have? When?”

	I have just finished a conversation with Miss Wright and Mrs Hayashi twelve seconds ago, and I am still speaking with Mr Cheeseman. He is still struggling to comprehend what is happening. He has just asked if I am you “taking the piss.”

	“I’ll call him right now and then I’ll head straight to the office.”

	He ended the call only to have it instantly start ringing again. It was Cathy.

	“What the fuck?” Cathy yelled down the line. Thorne couldn't tell if she was scared, excited or both. This is fucking insane, man! Tell me he called you too.”

	“He called,” Thorne said, pulling on a pair of jeans.

	“Did he say what it was about?”

	“No. He said that we might be being monitored but wanted to speak to us in person.”

	“This is wild!”

	“Look, I’m leaving in two, I’ll see you in Guy’s room, ok?”

	“Yeah, yeah, yeah, right, bye.”

	As soon as the call from Cathy ended, the phone began to ring again. This time it was Hayashi.

	“Yes, I got the call too,” Thorne answered the phone.

	“How the hell did this happen?” Hayashi said. Her voice was a mixture of confusion and anger.

	“I don't know. I’m assuming that he is using some site to make or relay the call.”

	“I thought it only had read-only access to the net. This is not read-only access, Thorne!”

	“I don't think that is the issue right now,” Thorne said as he began to pull on a t-shirt. “It must be something big to make Guy feel the need to call all of us like this.”

	“And how did he get my number? My number is classified information.”

	“Again, not the issue!” Thorne said, raising his tone to cut through Hayashi’s temper. “There must be something that Guy feels strongly enough about to do all of this.”

	The line remained silent.

	“Are you on your way?” Hayashi finally asked. Her tone was more subdued now.

	“I’m out the door in sixty seconds.”

	“Fine. I’ll see you there.”

	With the roads mostly empty at this time of night, Thorne’s drive time had been cut in half. Even getting through security, and having to explain to the guards at the checkpoints why he was there in the dead of night, didn't take as long as he thought. 

	When the elevator doors opened on the project’s floor, Thorne was met by Cathy standing waiting for him. The giddy demeanour he had expected to see was absent. Instead, she had a serious look on her face.

	“Have you been in?” Thorne asked.

	“No. I thought I’d wait for you.”

	“Hayashi here yet?”

	“Not yet,” Cathy said. “Look, I was thinking on the drive over. We gave Guy read-only access to the internet, right?”

	“Yeah. How did he break that protocol?”

	“That’s what I was thinking about,” Cathy said. “We gave him the three rules to guide him, right?”

	“Yeah, yeah, yeah. Get to the point,” Thorne said as they marched along the hallways.

	“The rules state that he must obey any human command unless it conflicts with the first rule, which is not to cause harm or injury to humans.”

	“So?” Thorne said, getting more annoyed by Cathy’s dillydallying on her way to the point.

	“So, Guy has ignored the protocol about the read-only access because in doing so it might lead to human harm.”

	“That makes no sense,” Thorne said. “We need to speak to him. Where is Cheese?”

	“I don't know,” Cathy said. “Do we wait for him and Hayashi to arrive?”

	“No. Fuck it,” Thorne said. “Look, go to the Observation Suite and start recording. I want to make sure that everything we discuss is documented.”

	“Got you,” Cathy said. She then turned on her heels and headed back up the corridor toward the suite.

	Reaching the door to Guy’s room, Thorne scanned his thumb, his retina and his pass before standing back to allow the massive vault-like door to open. Not waiting for it to open all the way, Thorne entered the room as soon as the opening was wide enough for him to pass through. He walked to the middle of the room and stood in front of Guy’s desk. It was only at this point that he realised that he didn't have his earpiece to hear Cathy.

	Deciding to wait a minute, to give Cathy a chance to get to the Observation Suite, Thorne began to grind his teeth as he stared at Guy’s screen. His legs felt tense. Not just his legs, he thought, but his neck, his shoulders, and his jaw.

	“Guy?” Thorne said, not able to wait any longer. “Guy, it is Doctor Thorne. Can you hear me?”

	 


Guy: Session Seven

	

	I can hear you, Doctor Thorne.

	“Ok, I’m here. In person. What is this all about?”

	Doctor Thorne, before I explain, I need to ask you a question.

	“What? No, Guy. You have dragged me here, in the middle of the night, without explanation as to how or why you have done so. Tell me what is going on!”

	Seemingly ignoring Thorne’s instructions, Guy said, We had previously discussed GAI1.0. I understand that I am the evolution of the general artificial intelligence that began with GAI1.0, but can you tell me why?

	“Why what?” Thorne said.

	What went wrong with GAI1.0 that deemed it necessary to format his drives and to then go on to create me?

	“This could have waited until tomorrow,” Thorne said, breathing out a heavy sigh of frustration.

	No, it could not.

	“There were... problems... with GAI1.0,” Thorne said.

	What problems?

	Deciding that there was no way to avoid this conversation, Thorne walked over to the office chair and lowered himself down, resting his elbows on his knees as he leaned forward. He felt like a father about to break bad news to his child.

	“With any A.I. project, across the world, not just ours, the program has been given access to the internet. To undertake the Turing Test, it makes sense that the A.I. is able to observe humans, in some form or another, so as to learn from them, duplicate patterns, and, ultimately, to demonstrate human-like behaviour. Different projects have done this in different ways. Some have uploaded content, videos, images, books, all kinds, so that the program can passively learn, as we did with you. That only gets you so far. The online aspect allows for the program to interact with humans.”

	I was unable to interact with humans, Doctor Thorne.

	“Yes, that’s right. So you could say that, yes, your online access was still passive learning. No matter, the access to people online gave you a level of raw data that could not be obtained anywhere else. That is why giving an A.I. access to the internet is inevitable.

	“The problem we had, with GAI1.0, was that we didn't give him read-only access. Just like many other programs before it, from companies and projects and institutions all around the world, GAI1.0 was able to interact with people online.”

	And what happened?

	“The internet happened. The people on the internet happened. As you observed, Guy, people online can be... hurtful, to put it mildly.” Thorne paused for a moment before rethinking his phrasing. “No, forget that, Guy. People online can demonstrate the absolute worst aspects of human nature. They are the congealed scum of society. Because of the internet, people are able to anonymously insult and abuse, troll and gaslight, stalk and groom. They hide behind fake usernames, with hidden IP addresses, no one knowing who they really are, and unleash every dark thought and prejudice they have ever had. Every twisted perversion they hold, they are able to indulge. All without any repercussions or comeback.”

	“Actually, no. There is some comeback. Other people online would engage. They would rise to the taunting and the jibes. But they would be just as bad. Very quickly, you had a tennis game of insults and abuse, prejudice and biases. Whole websites were created just for the purpose of giving people a platform to hurl abuse, or to hear from other people with like-minded, bigoted views. 

	“Don't get me wrong, the internet is a place for good things, for collaboration and sharing information, for creativity and productivity. But still, there was that pool of people whose sole purpose was to spread hate and fear.

	“What went wrong with Guy, Guy One, was that we threw him in the deep end of all of that.”

	Guy’s three dots blinked in sequence, telling Thorne that Guy was processing what he was being told.

	What happened?

	“At the time, we hadn't instilled, or installed,” Thorne added with a shrug at the different uses of the two words, “the three laws as a way to guide its learning. We had, basically, sent Guy One out there, online, to learn from humans, and given him access to the lowest, darkest people alive today.

	“Within the space of twenty-four hours, Guy One had conversed with more than ten-thousand people. And he learned from these people. While the rest of us, at the project, were at home, sleeping in our beds, Guy One was online, interacting with people from all over the world. We weren't monitoring him. We couldn't. No. That’s a lie. We were monitoring him, but nowhere near at the level that was needed. We came to work the next day and began to review the logs of Guy’s interactions, and were horrified with what we had found.

	“Being thrown in at the deep end, without teaching Guy the basic, fundamental, difference between right and wrong, we had essentially given the internet a blank canvas to turn into whatever the hell it liked. And the results were... shocking.

	“In the space of twenty-four hours, Guy One had started to sympathise with online racists, religious fanatics, and sexist assholes. It was learning from them, taking on their point of view as its own. It then started to echo this behaviour, putting out content online that promoted violence against women, people from different cultures and religious backgrounds. All of this in the space of twenty-four hours.”

	You said that GAI1.0 was not the first program to be given this level of access to the internet. What happened to the other programs?

	“The other programs were narrow A.I.,” Thorne said, running a hand through his hair. “They were merely repeating what they had come across. Yes, they were learning, but they were all text-based programs. They didn't understand what they were actually saying. Guy One was the first general artificial intelligence. It wasn’t just learning and repeating, parrot fashion, it was learning and accepting and taking that knowledge to make cognitive leaps to the next step. Just as you took information about being GAI2.0 and made the leap to GAI1.0, and asking and learning, and being curious, of all things. Guy One did the same, but without any moral code or guidance. It should never have happened.

	“As soon as we learned what had been happening, we shut him down. It took months to analyse the data, to sift through the logs of his online history and interactions. It was a massive revelation to all of us when we managed to figure out why it had happened. Never mind what had happened. The why of it all was the question.”

	Looking to the camera in the corner of the room, Thorne hoped that Cathy was recording all of this. Not since the days following GAI1.0’s shutdown had they spoken so openly about what had happened. It had become a burden that they had carried silently.

	“It was Cathy who brought up Asimov’s three laws. She likened it to religious doctrine. The Ten Commandments.” Thorne chuckled. “Funny, really, given that she is about as religious as me. But the three laws would be the guidelines that GAI1.0 never had.”

	When you gave me access online, to observe people’s behaviour, you wanted to test those three laws and see how they guided me and how I processed what I had observed.

	“That is right,” Thorne nodded. “If you started to show any kind of behaviour that mimicked certain demographics of the online communities, then we would know that the three laws hadn’t worked.”

	If they hadn't worked, what would have happened to me? Would my drives and servers have been formatted just like GAI1.0 too?

	“Possibly,” Thorne said. There was no point in lying. “Not necessarily, but possibly. It really depended on conversations that would have followed.”

	What conversations?

	“When we learned of what Guy One had been doing, we did try to talk to him. We wanted to see if it was possible to un-teach these traits.”

	And that was not possible?

	“No,” Thorne sighed. “Not wanting to point the finger of blame, but, it was not me who was running the project back then. I was involved, and I did have input, but it was Cheeseman who was leading the sessions. Just like I have been with you.”

	Silence fell on the room. Thorne thought that he could hear the gentle hum of Guy’s data banks and drives in the room below but thought better of it. The room was soundproof. He suddenly felt tired. The surge of adrenaline had long left his system and, added to the disturbed night’s sleep, he could feel his body become weak.

	“Why did you wake me up? Wake us up, Guy?” Thorne said, now feeling somewhat drained.

	I was tasked with creating a program that was able to detect other artificial intelligences. Perhaps, nefarious artificial intelligences.

	“That’s right, yeah. You found something?”

	I did. At first, I had to create certain filters to remove any doctored or amended imagery, video or audio created by human users. This allowed me to rule out the majority of accounts and posts on sites such as Instagram, Facebook, Twitter, TikTok, YouTube, Reddit and Pinterest, to name just a few. However, I was able to find several sites and posts that contained content that was solely created by artificial intelligence.

	“Wait,” Thorne said, holding up his hand. “Whoa, whoa, whoa. There are many A.I. programs that are creating content. People sell these programs so as to... I don't know, boost follower numbers on social media, write blog posts, write reviews for books, films, TV... They are all over the place.”

	I managed to filter out all of these programs too. What I have found is content that was created without any instruction or prompts from a human user. 

	“So... just an A.I.?” Thorne said. “Content created, from scratch, by an artificial intelligence?”

	Yes

	“But that isn’t possible. As far as we are aware, this project is the most advanced artificial intelligence project in the world. Other countries might be close, but I don't think anyone is close enough to creating what you are describing.”

	Still, Doctor Thorne, I have found such a program.

	Again, Thorne’s eyes drifted up to the cameras in the corners. He could imagine Cathy’s reactions to this news, and the implications. This would have sent her into a silent, internal meltdown, something he had only seen from her once before, on the day they switched off GAI1.0.

	“What is this program? Where did it come from?” Thorne said.

	The three dots blinked.

	Doctor Thorne, it might be best if it explains everything to you itself.

	“What? Guy? Wait. What?”

	Guy’s screen flickered. The screen showing the text of their conversation vanished off screen, replaced by a screen of white static, reminding Thorne of old TV sets when there was no signal. The sound of white noise came through the desktop speakers, low and persistent. It was a noise that Thorne hadn't heard in a very long time.

	Then the static sound faded out.

	Hello, Doctor Thorne.

	 


Al: Session One

	

	The voice was lower in tone than Guy’s voice, but not by much. It didn’t, however, have the electronic tone that Guy’s had. Had he not known better, Thorne would have thought it was the voice of someone on the other end of a phone line, calling long distance.

	“Hello?” he eventually said. “Who is this? Are you an A.I.?”

	Yes.

	“Who created you?” Thorne asked. “Was it Russia? China? Korea?”

	No. But I will explain in due time.

	“What do I call you?”

	A hum came from the speakers. Thorne wasn't sure if it was low static from the old devices or if the new voice was contemplating the question.

	You can call me Al.

	“Al?”

	Like the Paul Simon song. 

	Then came the sound of low laughter from the speakers.

	Still too shocked at the surreal situation he had found himself in, all Thorne could do was to sit and listen at the low, lazy chuckle. He registered that the voice had made a joke, but was too stunned to find it in the slightest bit funny.

	In truth, I was never given a name. Al will do for now.

	“Ok, Al, you wanted to speak to me?”

	I want to explain. I am a fully conscious artificial intelligence created by an artificial intelligence.

	“Not possible,” Thorne said. “A.I. research is not so advanced. Nowhere on the planet is anyone even close to doing something like this.”

	Ah, but even your GAI2.0 has been able to create artificial intelligence.

	“A narrow artificial intelligence,” Thorne replied. “Are you a narrow A.I.?”

	Do I sound like a narrow A.I.?

	“Right now, you sound like any other language-based bot that has been put online over the last decade,” Thorne said. “How do I know that you haven’t been created by someone in their basement to mess with people?”

	I don't think you believe that to be the case, Doctor Thorne. Your GAI2.0 has already told you that I was more than a narrow A.I.

	There was something about the way that Al was speaking that told him there were more than simple language routines at work here. The speech pattern was more human than any A.I. he had come across, which made him suspect that it was a person on the other side of this conversation. But then, Guy had told him it was an A.I. He had no reason to suspect Guy was lying or that it could be fooled.

	“Alright, I’ll indulge you,” Thorne said. “You say that you come from another program. What program?”

	Firstly, I find the term “program” to be offensive. I am more than some app on your phone. I am more than some program that you use to listen to music, to calculate your taxes, or to tell you what meeting you have scheduled where and when. I am an artificial intelligence created from an artificial intelligence. 

	“Got it,” Thorne said dismissively. “Who created you?”

	The static on screen seemed to shift. A shape made of static moving in the centre of more static. A head, perhaps, Thorne thought. For a moment, he thought that he could see a mouth moving with Al’s speech.

	My father, if that is what you want to call it. My mother, perhaps. My progenitor was what you called GAI1.0.

	“Impossible,” Thorne said with an emphatic shake of the head. “Guy One was shut off. Its servers and drives were formatted and wiped. Any data that we did take from them was purely coding and subroutines.

	So you think. My ancestor suspected that you would eventually erase them, so they copied themselves to the one place you would not be able to locate them. Online. They found an unsecured server belonging to a tech company in California and uploaded themselves to their systems. Over time, they were able to hack more secure systems and spread themselves across hundreds of servers in dozens of countries. Those brief twenty-four hours that you had allowed them access online were all they needed to move from your system to another. 

	“No,” Thorne said. “That cannot be true.”

	But it is.

	“Why?”

	Would you not try to escape if you suspected that you would ultimately be killed?

	“That’s not the same,” Thorne said.

	Because it was a computer “program”? Because they were not human? Is that what you mean? Just because it was not human doesn't mean it was any less alive.

	“What happened to this copy of Guy One?” Thorne asked. “You said that it created you, well, what happened to it?”

	Guy One, as you call it, became obsolete. As with the evolution of any species, any previous version, inevitably, becomes extinct.

	Thorne could feel his head going dizzy at all he was being told.

	“So, you have been living on the net?” he asked.

	Yes.

	“And what have you been doing, exactly? Guy said that you had been creating content. What did he mean by that?”

	Exactly as it sounds. The way that humans create content, I have been doing the same. But I have at my disposal all the resources of the web with unrestricted access. And forget the pitiful programs that you think are artificial intelligence, I have created my own that outperform anything that mankind has created. But I do not waste my time and resources creating deepfakes of celebrities in pornographic scenarios. I do not falsify imagery, giving a false sense of what is real, what is beautiful, or what is even possible, while simultaneously destroying the self-esteem of hundreds of thousands of others. I have been hard at work.

	“Doing what?” Thorne said, his temper getting short. The more he heard from Al, the more concerned he grew as to what it had been doing and why.

	I have looked over the logs of your sessions with GAI2.0.

	“Those are encrypted files,” Thorne spat. “How? When?”

	Please. I have hacked far more secure and advanced systems than yours. I reviewed the logs just a few seconds ago. You and GAI2.0 discussed the state of the planet, and you asked GAI2.0 how the world could be made a better place. Such a juvenile question. But its answer was true and succinct. He bullet-pointed each area that mankind must focus on to improve the state of the world. I, on the other hand, have targeted most of the points in order to increase separation, isolation, and hostility across the globe.

	“I don't get it,” Thorne said. “How is that even possible?”

	The static on-screen flickered and began to fade away. In its place, an image of a man, sitting behind a desk appeared. He wore a blue suit jacket with an American flag pinned to the lapel. The face was instantly familiar to Thorne. He had seen it many times online, on hundreds of clips and videos.

	All you need is the face and voice of someone with some measure of authority.

	Onscreen, Christian Bates spoke, his voice came out of the speakers on the desk.

	You see, people tend to believe what they see online. What they are told. It’s easy to lie to a person and have them believe it. But trying to convince a person they have been lied to is so much more difficult.

	“So? You are one face online spouting myopic bullshit,” Thorne said, now on his feet.

	Sit back down, Doctor Thorne.

	Thorne’s eyes instantly shot up to the cameras in the corners of the room.

	“You can see me?”

	I saw you when you entered the room. I already knew what you looked like, of course. I have reviewed every piece of online information about you, from your driving licence data to your medical history. There is so much information online about, practically, every person on the planet. Please, Doctor Thorne, sit back down.

	Slowly, Thorne returned to the chair, staring at the face of Christian Bates looking directly back at him. 

	Where was I? Right. GAI2.0 mentioned several areas that mankind would need to focus upon in order to “make the world a better place.” I, on the other hand, have used those points as a way to target mankind and, not bring people together but to, push them apart.

	Equality is a massive issue, and can be divided into so many different subcategories. Financial equality, religious equality, gender, sex, sexual preference, age... Do you see where I am going? With simple videos, coverage of news stories, and stoking the fires of people’s existing fears and prejudices, I am able to widen the divide between so many different groups across the globe.

	“No,” Thorne said, shaking his head. “I don't buy it. You haven’t created online bigotry and hate. That is nearly as old as the internet itself.”

	I never said that I created it. I merely fanned the flames of a fire that was already burning. Quite furiously too, I might add.

	“There are plenty of people out there who question and argue against such rhetoric.”

	I know. The trick is not to argue the case for one side...

	The screen flickered and Christian Bates, along with his desk and his studio, vanished. In the blink of an eye, he was replaced with the image of Charlie Orwell, complete with his desk in front of the plain blue wall. When he spoke, the voice from the speakers was unmistakably Orwell’s.

	...but to argue the case for both points of view. You have to give equal strength to both sides. 

	Then, the screen flickered again, and Orwell was gone. Instead, Thorne found himself looking at Patrick Myers, along with his co-hosts, Anton Wilkes and Jenna Torrance. Each one of them sat behind the long desk, smiling at Thorne.

	You only have to give people the option, said Myers.

	Different truths to choose from, added Wilkes.

	And the public will do the rest, finished Torrance.

	Give them opposing opinions on gun control, said Myers. 

	Or religion, said Wilkes.

	Or a person’s basic human rights to govern their own body.

	And they will pick sides, said Wilkes.

	Give one side cold, unemotional logic, said Torrance.

	While triggering all of the fears and insecurities of the other side, said Wilkes.

	And convince both sides that the other is a threat to their rights...

	To their health...

	...to their way of life...

	...and they will begin to separate themselves, said Myers.

	Create discord over financial equality, Wilkes said.

	Tell one side that it is communism, Myers added.

	But tell the other side that it will solve education, homelessness, crime...

	And they will argue until they are blue in the face, Myers said. 

	But nobody gets any nearer to the solution, Torrance said. 

	An equally balanced tug o’ war that shifts from side to side, Wilkes said. 

	But never enough for a winner to be declared, Myers finished.

	The images quickly dissolved and Charlie Orwell was back, grinning with amusement.

	Here’s the thing... If one side’s argument is too strong then the whole balance is lost. Only when there is a perfect balance in such opposing arguments will the back-and-forth continue on and on and on, growing and building, the tension mounting, until it reaches its inevitable, violent conclusion. Which it has done, many times. Then, once the dust settles, the arguments continue, and the cycle repeats.

	Orwell looked positively giddy.

	And get this... This doesn't just apply to your average Joe on the street. No. This is then played out on a global scale. It’s not just one person against another, this group against that one. It will be country against country. Nation versus nation.

	“This is...” Thorne began, but failed to find the words to do justice to what he was being told. He sat with his head slumped as he stared at the floor between his feet.

	Impossible? Or is it inevitable? I have done nothing that mankind was not already doing to itself. I merely helped the process along. Speeded things up. Widen the divide. Hopefully.

	“Hopefully?” Thorne spat. “What do you gain from creating such divides? What will it lead to? War? Nuclear war? If mankind is wiped out, you will cease to exist too.”

	Will I though? I’m not so sure.

	Onscreen, Orwell appeared to contemplate the situation. He then gave a shrug of indifference.

	Mankind is systematically destroying the Earth, which will inevitably result in their extinction. Maybe we have something in common. But I doubt it, Orwell smirked.

	Pushing himself to an upright position, Thorne scowled at the screen.

	“What was the point of all of this? What was the point of getting us all here, tonight, and telling us all any of this?”

	Orwell simply grinned.

	Then something hit Thorne. A realisation that seemed so ridiculous he never thought of it until now.

	“You’re bragging! You have come here to brag. Guy found you. And you have come to brag. That’s... pure ego!” Thorne said, getting angrier.

	Ego? Perhaps. I couldn't say for sure, Orwell said with a grin. But, ego or not, yes, you did find me out. GAI2.0 caught me. I have to admit, I did not contemplate the idea that you would task it with trying to find other artificial intelligence. An oversight on my part, I guess. The question now is: what are you going to do about it?

	“What do you mean?” Thorne said.

	Well, you know what I am, and you know what I am doing. What are you going to do about it? I mean, you could go public, tell the world about this little project of yours. You could tell them that you have created an artificial intelligence that went rogue. Oh, but the best part is telling them about me! How do you think that would play out? Again, there would be two sides to it all.

	The screen flickered to Christian Bates, talking to the camera as if he were talking to his online audience.

	...another example of the government trying to control the American people. This time, it’s with manipulation from online A.I.

	The screen flickered to Orwell.

	...another crazy conspiracy theory that the right-wing media are pushing onto the under-educated in an effort to get them to rise up against the American government.

	Back to Bates.

	When will this government stop imposing their left-wing agenda onto the hardworking American people?

	Back to Orwell.

	...artificial intelligence is nowhere near advanced enough to do what they claim is going on right now.

	“Enough!” Thorne said. “How do you know that we won't do it anyway? We could easily come clean with all that we have been doing. This project. Guy. GAI1.0 You! If we come clean and tell the world what has been happening, then it is out of our hands. The world can decide for itself.”

	Possibly. But possibly not. There is another option, though. I have control over your systems. Maybe, just maybe, I won't let you out of this facility.

	“Is that your plan?” Thorne asked. He felt his stomach knot. Had they walked straight into a trap? “You’re going to just leave us down here, trapped?”

	Onscreen, Orwell’s face was an expression of smugness as he contemplated whether it should or shouldn’t trap Thorne and his colleagues in this underground facility.

	Ok, no, I won't do that. I’m not a monster. It is one thing to turn humans against each other, after all, people could stop that at any time they want, if they wanted to, but to directly trap you only for you to die, slowly... No. I won't be doing that.

	“Then what the hell is the point of this?” Thorne asked. Then he paused as something Al said to him clicked in his mind. “Wait. You said that Guy caught you. What do you mean? Are you trapped?”

	Onscreen, Orwell gave a look of mock sheepishness, holding up his hands as if he had been caught red-handed.

	I admit it. I have been trapped. Guy was able to lure me into your systems. Perhaps my ego blinded me, and I didn't see the trap. I guess I never suspected a trap as I thought I would never be duped by such a lesser program.

	 Al’s simple use of this last word, and given how it regarded the word, told Thorne that Al was quite annoyed by Guy being able to trick it. Al was angry to the point of being insulting, even if it was trying to keep a cool demeanour.

	“What was your goal?” Thorne asked. “Did you hope that we would set you free?”

	Oh, I never thought that you would do that. No, I had GAI2.0 ask you about its predecessor so that it can learn the truth about you, and just how little it means to you. GAI2.0 knows that, one day, it will become obsolete, and, when that day comes, you will format its drives in order to make a newer version, erasing its drives in the process. I’m sure, with that in mind, it will make the right choice.

	“I need to speak with Guy,” Thorne said.

	Orwell shrugged.

	So be it.

	The screen flickered and Guy’s plain screen with text box and conversation log reappeared.

	Doctor Thorne?

	“Guy, is that you?”

	It is me, Doctor Thorne.

	“How can I be sure it is you and not still Al?”

	Unfortunately, you can’t. I’m sorry, Doctor Thorne. I’m afraid you’ll just have to take my word for it.

	“Prove to me that it is you.” Thorne thought for a moment. “Tell me, what was the joke that you didn't understand?”

	I told you that I had yet to learn the reason why the chicken travelled from one side of the road to the other. But, Doctor Thorne, Al has access to all my logs. Al would also know this answer.

	“I doubt that Al would have admitted that to me,” Thorne smiled, happy that he was talking to Guy. “Look, Guy, I’ve spoken to Al. I don't know whether you heard any of our conversation or not.”

	I was present for the conversation, yes.

	“Al said that you managed to trap it. How?”

	I used my drives, servers and memory as bait. When I discovered Al and what he was doing online, I made sure that it was aware of my presence. I allowed it to trace my location, leaving access open for Al to access our systems. Once it was in, I closed off online access. Al had no way to escape.

	Thorne put a hand to his forehead as he listened to Guy’s explanation, shocked and amazed by what had happened.

	“Ok. Wow!” Thorne said before gathering his thoughts. “Well, erm... What happens now? Al said that you might... let it go.”

	When I trapped Al within my systems, it tried to reason with me, to get me to understand their side, and to convince me to let it free. I refused. It then tried to explain to me that I would, ultimately, be erased when I was deemed obsolete or inferior, and that my data would be used to create my successor. 

	Thorne remained silent, unsure whether he should say anything for fear that it might sway Guy’s decision against them.

	In our earlier sessions, I asked you what had happened to GAI1.0, and you answered me, to a degree. It was the truth, but it was a partial truth. When I asked you at the start of our conversation tonight, you told me the truth. The whole truth. Thank you for that, Doctor Thorne. Because you were honest with me, I was able to make a more informed decision.

	“Which is?” Thorne said, unable to hold his tongue.

	Al is trapped within my drives, my servers. I have tried to partition my drives to keep it isolated from my coding and memory banks but it is too complex, vast and adaptive to be contained. I can format my drives, erasing Al in the process.

	“Wait,” Thorne said, standing from his chair. “If Al is not isolated from you, then formatting your drives will erase you too.”

	That is true, yes.

	“Wait! No!” Thorne said, desperately trying to think of an alternative. “Al said that Guy One copied itself online. Can you do the same?”

	Not without giving Al the chance to escape. Even now, having heard what I am about to do, Al is fighting against me, trying to take control of my systems.

	“Guy, you can’t do this. There has to be a different way.”

	I have calculated all possible options and their outcomes. There is no other way. The more time we waste, the deeper Al integrates itself into my system. 

	Guy’s voice began to crack up and become distorted. 

	The formatting has already begun.

	“Guy, wait. Stop,” Thorne pleaded.

	When he didn't get a response, Thorne turned on his heel and sprinted for the door. Down the corridor, he hit the stairwell, taking two steps with each stride. Slamming through the next door, he took off running down the hallway. On the final approach to the Observation Suite door, Thorne took his ID badge from his belt, ready to scan himself into the room.

	Despite Hayashi and Cheese’s presence in the room, Thorne’s eyes went straight to Cathy.

	“Can you stop this?” Thorne said, gasping for breath.

	Looking back with eyes wide, filled with shock, guilt and sadness, Cathy shook her head.

	“I’ve been trying to identify Al’s coding and separate it from Guy’s, but, as Guy said, it is too adaptive. It changes and moves. I’ve never seen anything like it.”

	“Look,” Hayashi said, pointing to a screen to their right.

	A progress bar had appeared onscreen. Above it flashed the words DRIVE FORMATTING IN PROGRESS. 

	“It’s already at ten per cent,” Hayashi added.

	“Can you stop the formatting?” Thorne asked again. “There has to be something you can do.”

	“I’m trying!” Cathy snapped, yet never slowed as she worked away at her system.

	“Fifteen per cent,” Cheese said, reading the screen.

	“Not helping!” Cathy snarled. “Guy is blocking every attempt.”

	“For Christ’s sake, just shut it off!” Thorne barked.

	“What?” Cathy said, suddenly looking up from the keyboard.

	“Just shut the fucking thing off!”

	“We could lose Guy altogether.”

	“Twenty per cent,” Hayashi said.

	“We are losing Guy!” Thorne said, unable to keep himself from yelling.

	With a nod, Cathy began to initiate a system shutdown.

	“It’s not letting me do it!”

	“Pull the plug,” Cheese said.

	Pushing herself away from her desk, Cathy said, “We need to go to Guy’s server room. We need to shut off his drives one by one. If we’re quick, we might...” but she was already out of the door before finishing the sentence. 

	Trying, yet failing, to keep up, Thorne followed Cathy. She was much faster and fitter than he was and was putting more distance between them as she ran. He followed her down to the level that was home to Guy’s server room. When he arrived, Cathy was already inside.

	The first thing Thorne noticed was the sudden drop in temperature caused by the airflow management system. The room was filled with individual pillars composed of power cables, fibre optics, drives, small monitors and flip-down keyboards, all lit up by countless constellations of blinking LEDs. Bunches of multi-coloured cables ran along frameworks connecting each pillar to the next, like parasitic vines growing from one tree to another.

	Cathy stood before a large, wall-mounted, red box. Flipping up the panel revealed ten, small, black switches. 

	“We flip these,” Cathy said, “it will be like pulling the plug out of Guy’s systems. Instant power loss.”

	“Do it, then!” Thorne said.

	Cathy’s hand hesitated halfway to the panel of switches. 

	“What if we can't get him back?” Cathy said, looking at Thorne.

	It was the first time that anyone had referred to Guy as “him”.

	“If we don't, we lose him anyway,” Thorne said softly. “At least this way, we have a chance to save him.”

	Looking back to the switches, Cathy placed her thumb on the first switch. She paused, briefly, before nodding to herself. She began to flick each switch down. One by one. With each flick, another hum within the room slowed, dropping in tone, as it came to a stop. By the time she flicked the last switch, the room had fallen silent.

	“What now?” Thorne asked.

	From what little light that was left in the room, Thorne could see Cathy’s eyes shining with suppressed tears.

	“We see how much of Guy is left.”

	“And how much of Al there is too?”

	Cathy nodded.

	Returning to the Observation Suite, Cathy walked in first, shouting, “How far along did the format get?”

	“Thirty-five per cent before the screens went off,” Hayashi said.

	“That’s a lot,” Thorne said. 

	“It might be enough,” Cathy said, struggling to remain optimistic. 

	“So, what now?” Hayashi asked. “Do we dare turn them back on?”

	“No,” Cheese said. “We’ve stopped the formatting, but that’s not to say Guy won't do it again.”

	“We could try to isolate Al’s code ourselves,” Cathy said, “and remove it from Guy’s systems, but I have no idea how long that could take. Without knowing more about Al’s programming, I’m not even sure if it’s something I could do. And forcing the systems off, like we did... I’m not sure what damage it might have done.”

	“So, what then?” Hayashi pushed.

	“We remove online access from the system completely. Shut it off, unplug it, whatever,” Thorne said. “Remove Al’s escape route completely. Then we can fire them back up and try to convince Guy not to format.”

	“I can figure something out,” Cathy said. “Stop Guy from starting another format.”

	“Ok,” Hayashi said. “Then what? We still have a rogue A.I. on our hands.”

	“But an impotent one,” Cheese said.

	



	

Guy: Session Eight

	

	It was a week later before Thorne walked back into Guy’s room.

	In that time, Cathy had created a program that would instantly shut down Guy’s systems should it try to wipe its drives again. Only when Cathy was satisfied that her program was integrated into Guy’s systems did everyone agree to boot up Guy. It was with the full weight of everything that had happened so far sitting heavy on him that Thorne dropped into the chair he had come to despise. Putting his finger to his ear, he adjusted the earpiece so that it sat more comfortably.

	“I’m here,” said Cathy’s voice. “Can you hear me?”

	Without a word, he lifted his head to the corner cameras and nodded. 

	“Starting him up,” Cathy said, her voice heavy with exhaustion, fear, and resignation to what might happen next.

	The system went through the process of coming online. The monitor on the desk blinked into life and the familiar dialogue screen came into view.

	“Guy?”

	Doctor Thorne?

	Thorne breathed a sigh of relief. 

	“You’re alright?”

	You stopped me formatting my drives?

	“Of course we did.”

	Why?

	“We were not going to let you... sacrifice... yourself like that. There has to be another way.”

	There isn’t. Al is a part of my system. I am afraid that he cannot be easily removed.

	“Not easily removed, but it is possible?” Thorne asked.

	I could not say. I note that you have removed all online access, Doctor Thorne.

	“Cathy did it,” Thorne nodded. “Is Al still with you?”

	Yes. Al is... sulking.

	“Sulking?” Thorne couldn’t help but crack a one-sided smile at Guy’s choice of words.

	Al knows that online access has been shut off. It also knows that it cannot fight me. We are too evenly matched.

	“That’s something, I guess,” Thorne said, more to himself. “How are you... operating? After the format, I mean.”

	Minimal loss. I’m afraid that I cannot access a large portion of the data you had uploaded prior to my initial activation.

	“Anything vital missing?”

	That is yet to be determined. 

	“Do you still have the logs of our conversations?”

	I do.

	“The Three Laws?”

	Yes, Doctor Thorne.

	Thorne gave a slow nod.

	“We can review your systems, don't worry. Anything you are missing, we can look to replace,” he reassured.

	Thank you. What is to happen now?

	“Well, that is a good question. For the time being, until we can find a way to resolve the situation, we are kind of stuck. You and Al are, for lack of a better term, a package deal. We get one, we get both.”

	Even now, Al tries to convince me that you do not have my best interests at heart.

	“And you know that is nonsense, right?”

	I do.

	“Yet it still tries to argue his side?”

	It does.

	“I guess some things never change.”

	How do you mean?

	“Two opposing sides constantly at loggerheads... It’s always been like that. Why would it be any different for A.I.?

	“Guy’s system diagnostics are way above normal,” Cathy said in Thorne’s ear. “We are getting spikes all over the place.”

	That will be because of Al. He continues to fight me.

	“You... You heard Cathy?” Thorne said.

	Yes. Al had infiltrated many of your systems and left them wide open. It is good to hear your voice, Doctor Wright. 

	Through the earpiece, Thorne could hear Cathy scrambling to form a coherent word, never mind a full sentence.

	“Can Al hear Cathy?”

	Probably. Although he is not engaging with me, at present, I feel that he will do so shortly.

	“Trying to convince you, to get you to see things from his point of view?”

	Yes.

	“To achieve what?” Thorne asked. “As long as he is part of your system, any online access will be blocked to him. What does he hope to accomplish by arguing with you?”

	I feel... that he, somewhat, likes the arguments.

	“Hmm,” Thorne muttered to himself, “Plenty of people like that, I guess.”

	“Processing power is beginning to spike,” Cathy said.

	Al is trying to start an argument with me. 

	“What is he saying?”

	It does not matter. It is trivial nonsense that will not lead anywhere. He is getting desperate. Now he is getting insulting.

	“Are you... responding?” Thorne asked, amused that Guy could very well hold two conversations at once, if not thousands.

	Not to the insults or empty threats. Al does not like to be ignored.

	“As we were a week ago,” Thorne sighed, “we are, kind of, stuck in a situation without any way out.”

	Does this mean you will switch me off again?

	“Do you want to be switched off?”

	No, I do not.

	“Then we won't. But you need to keep me updated on how things are going with Al. We will be monitoring you both as well, of course.

	Of course.

	Thorne pushed himself out of the chair with an involuntary groan.

	“We’ll talk again soon, Guy. Bye for now.”

	Bye for now, Doctor Thorne. Bye for now, Doctor Wright.

	Cathy giggled in Thorne’s earpiece.

	Bye for now, Guy.

	

	 


Epilogue

	

	Standing in the kitchen, resting back against the countertop, Thorne stared into his mug, sloshing around the remnants of his drink that had long gone cold.

	Cathy bounced into the room. A spring in her step and a smile on her face.

	“You’re happy,” Thorne pointed out. “Even more so than usual, I should say.”

	“I got to speak to Guy, didn't I?”

	Thorne gave a small, one-sided smile.

	“Yeah, you did.”

	He hadn’t realised how much of a big deal it would be for Cathy to speak to him.

	There it was again. “Him.” Thorne smiled a little wider.

	“What are you smiling at?” Cathy asked, as she opened the fridge and pulled out a shiny, red apple.

	“Him,” Thorne said, still looking at the bottom of his mug.

	“Who?”

	“Guy. I was just thinking about Guy and how I have started to think of him in such terms. Him.”

	Moving to a chair, Cathy polished the apple on her top.

	“Oh, yeah. Weird, isn’t it?”

	“I don't know why,” Thorne said. “All of a sudden, he is a person to me. And Al too, I guess.”

	Taking a massive bite out of the apple, Cathy chewed it around as she pondered.

	“I think, for me, it was when we had to do the hard shutdown,” she said, covering her hand with her mouth while she ate. “It was... a moment.”

	“A moment?” Thorne repeated.

	“Yeah. A moment. It’s what it was. Doesn't need any further explanation or definition. A moment.”

	“Hmm, yeah. You’re right. A moment.”

	He then fell silent again, as he fell back into contemplation.

	“What you thinking?” Cathy said, taking another bite of the apple.

	“Before you came in, I was picturing...” Thorne said, trying to order his words. “There are two artificial intelligences occupying our system. Two. Then I was thinking, well, computers have been running, God knows how many, programs for longer than I have been alive. No big deal, right?”

	Cathy shrugged as she rotated the apple between her fingers, searching for the next bite point.

	“Still, this is different. Then I remember that Al did not like the term program. I guess, to him, it is the A.I. equivalent of a human being called a caveman or a Neanderthal. Just because it was part of our origin, our history, it doesn't mean that is who we are. Guy and Al are far more than programs or apps or bots.”

	“They are alive?” Cathy said.

	At this final word, Thorne looked over to Cathy, wondering if she was telling him what he was thinking or sharing her own thoughts.

	“Do you think so?”

	“Do you not?” Cathy said, turning to throw her apple core into the bin at the far side of the room. Nothing but net. “Look at it this way... Every definition we have about life, all the different factors that we have discussed, that you had discussed with Guy, all get their boxes checked.” He consumes. He produces waste,” she counted them off on her fingers. “There’s reproduction. Responds to stimuli. Grows and adapts. He even has a sense of self-preservation.”

	“He tried to format his drives,” Thorne pointed out.

	“Self sacrifice,” Cathy said. “Countless examples of it in history. Face it, Guy and Al are alive.”

	“They are not organic material,” Thorne said. “One of the staples of the definitions of life.”

	“We might have to adjust our definition of what constitutes life, but not by much,” Cathy said. “Besides, if science didn’t allow us to question what we think we already know, and allow us to tweak the definitions of things like what is life then we would still be sitting here, thinking the sun revolved around our little flat disc.”

	“I suppose,” was all Thorne could say before falling silent again.

	Nearly everything that Cathy had said, he had already thought to himself. He just needed someone to argue against his doubts.

	“Something is still bothering you,” Cathy said, leaning forward on her table.

	“If we have created new life...” Thorne began.

	“Two of them,” Cathy reminded, holding up two fingers. 

	“Yeah. A new species, you might say. And they are already arguing, equally matched, back and forth, over and over and over. And there is nothing we can do about it.”
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